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ABSTRACT

Accurate volume contouring in PET is crucial for quantitation in numerous oncology applications. The objective of our study was to compare the performance of two algorithms for automatic lesion volume delineation that permit noise modelling and have not previously been applied to PET data; namely the Hidden Markov Chains (HMC) model and a novel version: Fuzzy HMC. Both models take into account noise, voxel’s intensity and spatial correlation, in order to classify a voxel as “background” or “functional volume”. In comparison to HMC which only models uncertainty, the novelty of the fuzzy model consists of the inclusion of an estimation of imprecision. The performance of both models was compared using synthetic images. Results demonstrate that FHMC performs better than HMC in both activity concentration accuracy as well as functional volume determination under different imaging conditions.

1. INTRODUCTION

Positron Emission Tomography (PET) has been long established as a powerful tool in oncology and in particular in the area of diagnosis. Newer applications include the use of PET in radiotherapy planning [1] and response to therapy studies [2]. Whereas accurate activity concentration recovery is crucial for correct diagnosis and monitoring response to therapy, applications such as the use of PET in Intensity-Modulated Radiation Therapy (IMRT) treatment renders equally vital the accurate shape and volume determination of lesions. Different volume of interest (VOI) determination methodologies have been proposed that can be classified as manual or automatic. On one hand, manual segmentation methods to delineate boundaries are laborious and subjective [2]. On the other hand, automatic segmentation of objects of interest in PET [3, 4] is no trivial task because of low spatial resolution, partial volume effects (PVE) [5], respiratory movements [6], low contrast ratios, as well as noise resulting from the statistical nature of radioactive decay and the reconstruction process. The most widely used method to semi-automatically determine VOIs in PET is thresholding, either adaptive, using a priori Computed Tomography (CT) knowledge [7], or fixed threshold [2] using values derived from phantom studies (from 30 to 75% of maximum value) [1, 7]. Such thresholding techniques however lead to variable VOIs determination, as shown in recent clinical studies [8]. Numerous works have addressed automatic lesion detection from PET datasets, including different methods such as edge detection [3] or fuzzy C-Means [4]. The performance of these algorithms greatly depends on the image noise as they do not as such involve noise modeling. In addition, past work has in its majority considered the ability of such automatic methodologies for the detection of lesions but not the accuracy with which the methods are capable for VOI and/or activity concentration determination. Furthermore, these algorithms often involve user-dependent initializations, pre- and post-processing, or additional information like CT or expert knowledge.

Hidden Markov Models (HMM) are automatic segmentation algorithms allowing noise modelling. They have been only used in PET in the form of Hidden Markov Fields (HMF) [9]. Hidden Markov Chains (HMC) is a faster model and can offer competitive results [10]. The objectives of this study were to (a). develop a new fuzzy HMC (FHMC) model, and (b). compare the performance of the classical HMC in comparison to the FHMC model for both activity concentration and VOI determination in PET imaging. Different imaging conditions in terms of statistical quality, as well as lesion size and contrast were considered in the evaluation phase.

2. MATERIAL AND METHODS

2.1. Fuzzy Hidden Markov Chain model

The HMC model is an unsupervised methodology that takes place in the Bayesian framework [10]. Let $T$ be a finite set corresponding to the voxels of an image. We consider two random processes $Y = (Y_t)_{t \in T}$ and $X = (X_t)_{t \in T}$. $Y$ represents the observed image, and $X$ represents the “hidden” segmentation map. $X$ takes its
values in $\Omega=\{1,...,K\}$ and $Y$ takes its values in $\mathbb{R}$. We assume that a Markov process can model the prior distribution of $X$. The segmentation problem consists in estimating $X=x$ from the observation $Y=y$. Such a recovery can be achieved thanks to the Bayes formula:

$$P(X=x \mid Y=y) = \frac{P(Y=y \mid X=x)P(X=x)}{P(Y=y)} \quad (1.1)$$

Many applications of HMM with unsupervised estimation have been successful considering different type of images [10]. It was shown that HMC can offer segmentation results similar to the ones resulting from HMF, despite using a simpler spatial relationship model [10]. Furthermore, HMC need far shorter computational times, as quantities of interest can be computed directly on the chain, whereas HMF algorithm needs iterative Monte-Carlo like estimations procedures [10] that are time consuming.

$X$ is a Markov chain if:

$$P(X_t = x_t \mid X_{t-1} = x_{t-1}) = P(X_t = x_t \mid X_{t-1} = x_{t-1}) \text{ for } 1 \leq t \leq T \quad (1.2)$$

The distribution of $X$ is then defined by the distribution of $X_1$, called initial probabilities $\pi_i$ for each class $\omega_i$ and the transition matrix $a_{ij}$ [10]. As $X$ and $Y$ are 1D vectors in the HMC context, a spatial transformation is needed to process 3D VOIs. For the best preservation of the spatial correlation between voxels we use the extended Hilbert-Peano space-filling curve [10]. The idea behind the implementation of the fuzzy model is the following: only a finite number of homogeneous (or “hard”) classes are considered in HMC whereas FHMC considers two hard classes and a finite number of fuzzy levels $I_i$. This model allows the coexistence of voxels belonging to one of two hard classes and voxels belonging to a “fuzzy level” depending on its membership to the two hard classes. FHMC adds an estimation of imprecision, while HMC only models uncertainty. A redefinition of mathematical expression of the segmentation and estimation processes using density and continuity notions is necessary. One way to achieve this extension is to simultaneously use Dirac and Lesbegue measures at the class chain level. Hence we consider in the fuzzy model that $X$ now takes its values in $[0,1]$ instead of $\{1,...,K\}$. Let $\delta_0$ and $\delta_1$ be the Dirac measures at 0 and 1, and $\zeta$ the Lesbegue measure on $[0,1]$. Using $\nu = \delta_0 + \delta_1 + \zeta$ as a measure on $[0,1]$, the distribution of $X$ can be defined using a conjoint density $g$ for $(X_t, X_{t+1})$ that is defined as follows:

let $(X_t = x_t, X_{t+1} = x_{t+1}) \in [0,1] \times [0,1]$}
background (S/B) ratios were considered: 5:1 and 10:1. Visual examples of synthetic images are given in figure 1.

At the second level of evaluation simulated images were obtained considering the same phantom geometry using GATE and a model of the Phillips Allegro PET scanner [11]. Images were reconstructed using the OPL-EM algorithm [12]. Three different image statistical quality levels were considered (60, 40 and 20 million simulated true coincidences).

Images were segmented in two classes (‘functional volume’ and ‘background’) with HMC and with two hard classes and two fuzzy levels for FHMC. As the goal of our study has been to evaluate the accuracy of the two algorithms in terms of volume and activity concentration estimation, we assume that the lesion has been previously detected and automatically placed in a window well encompassing the VOI in all three dimensions. Volumes for the spheres were computed based on the segmentation results. In the case of FHMC, different “functional volumes” were calculated depending on the inclusion of the voxels belonging to different “fuzzy” levels.

3. RESULTS

Our results demonstrate that VOI determination using FHMC was systematically closer to the true ‘functional volume’ using the first fuzzy level voxels added to these of the hard class. Similarly, quantitation results were always better by selecting only the voxels belonging to the hard class, without any voxels belonging to the fuzzy domain. Therefore for FHMC these were the volumes considered during the comparison with the HMC for the different image configurations outlined in section 2.2. In the case of the HMC the volumes calculated using all voxels contained in the segmented lesions were used in the comparison, as HMC being a binary segmentation with two ‘hard’ classes, does not offer a choice in the voxels selection.

Figures 2 and 3 illustrate a comparison of volume and activity concentration quantitation results as a function of lesion size, image noise and contrast ratio for the synthetic images. For each sphere and segmentation algorithm there are three results representing the three different levels of noise considered, with the first result being that for the larger noise.

As expected, FHMC globally performs better than HMC for both VOI determination and quantitation applications. Similar conclusions were drawn considering the 2mm3 and 4mm3 voxel sizes, although absolute errors were higher by up to 10% depending on lesion size for the 4mm3 configurations. Overall volume estimation results were more accurate than the estimation of activity concentrations. FHMC performed well for both tasks with errors <10% for lesions sizes >1cm irrespective of contrast ratio, level of noise or lesion size. The larger errors were observed for the smaller lesion of 10mm in combination with the 4mm3 voxel size. On the other hand results for the HMC were greatly dependent on noise levels and the lesion size varying from 20-50% and 20%-100% for the activity quantitation and volume determination respectively.

Considering the simulated images, FHMC was also better in comparison to HMC, with a similar trend to the results of the synthetic images in terms of lesion size, noise and contrast dependencies. On the other hand the absolute accuracy in comparison to the synthetic image results was worse by 5-10%, the magnitude of differences depending inversely proportional to the lesion size.

4. DISCUSSION

The differences between HMC and FHMC segmentation results are striking, except for certain difficult
configurations (lowest ratio, strongest noise, smallest sphere) for which none of the models gave satisfying results. For the other configurations, the gain is important (30% - 80%) and 3D FHMC is the best choice for both volume determination and activity concentration quantitation applications in PET. Based on these results FHMC can be used (including voxels of the first fuzzy level) to provide a relatively accurate functional VOI estimation, in cases where HMC segmentation fails. This is thanks to the addition of a fuzzy measure rendering the segmentation process able to better distinguish voxels of foreground and background. Therefore, while HMC has a tendency to include all voxels with intensity high enough into the “functional volume” class, FHMC leads to “finer” segmentation maps. In addition, FHMC may be used (considering only hard class voxels) to quantify lesion activity concentrations with equally high levels of accuracy.

The performance of FHMC was robust for both tasks considered throughout different lesion sizes, contrast ratios and noise levels. However, both algorithms failed to give satisfactory results (<30% errors for the FHMC) for lesions <1cm, since partial volume effects are dominating at such lesion sizes. It is important to note that an accurate volume determination does not necessary lead to an accurate activity recovery, because there is an important bias in the values inside the spheres: they are off by -30% to -60% for the 10 mm sphere, and around -10 to -20% for the others. As the bias error depends on sphere size but not on noise level or contrast ratio, we can conclude that this bias essentially results from partial volume effects. Using only the hard class voxels of the FHMC map compensates in part for this effect but obviously not sufficiently for the smallest spheres. These results demonstrate the interest of FHMC over HMC as the flexibility of the fuzzy levels choice allows the use of the same segmentation map for different tasks.

5. CONCLUSION

We have developed a modified version of HMC by introducing fuzzy model. Our results with synthetic and simulated datasets have shown that FHMC is more effective than HMC for both VOI determination and quantification in PET imaging. Future work will involve a comparison of the FHMC performance with the current gold standard in volume determination and activity concentration quantitation such as thresholding. In addition, the use of more than two “hard” classes in FHMC in order to more accurately account for the presence of inhomogeneous or non-spherical functional volumes, as well as more adequate noise models in order to eliminate the strictly Gaussian noise assumption will be explored.
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