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Chapter 1

Multivariate image processing: methods and applications

New generations of sensors coupled with powerful capacity of computer always increasing, allow to answer effectively to the needs and new requirements of various applicative domains. Indeed, multivariate imaging appears nowadays to be a great medium to propagate complex, massive and subtle information in order to feed data analysis systems. The generic name "multivariate imaging" recovers very diverse information media (color imaging, multimodal data, multi-spectral and hyper-spectral data, multi-dates images, heterogeneous, massive data or multi-sources observations). Various methodological objectives are challenging, requiring pre-treatments (reduction of dimensionality, research of adapted representation (i.e., parcimonious spaces), registration etc., up to advanced modelling allowing accurate analysis and fusion process, the segmentation or the classification in various contexts such as microscopy imaging of vegetable biology or remote sensing in planetology. The relevance and the exploitation of the rich, subtle and complex information of the multivariate imaging system thus encounter more and more interest in a lot of domains, as in astronomy, remote sensing, medicine, agronomy, chemistry, pharmacology, etc. The exploitation of such wealth, requires the analysis of an important (sometime huge) quantity of information brought by this type of data and thus the design of new methods and adapted tools in relation with the physics and the mathematics knowledge. The availability, the abundance and the specific structure of such multicomponent information, face with new challenges that the scientific community try now to overcome. The contents of this book arose from the research action "multivariate imaging" led within the framework of the Research Group Information, Signal, Images and Vision (GDR ISIS)
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supported by the CNRS (http://gdr-isis.org) clustering research center, academics and industrial skills. This action which we animated from 2005 till 2008, aimed at the analysis and the manipulation of the multivariate imaging, driven from theoretical or applicative motivations. The multivariate imaging exhibits several interests, among them:

- the wealth and the complexity of the data (multispectral microscopy, color images, heterogeneous data (e.g., photo and geographic maps, RADAR and optics images, atlas and multimodal data in MRI, etc.), chemical spectroscopy, active and passive multispectral sensors, satellite remote detection in planetology (Earth, Mars);
- the diversity of the goals concerning all the image processing schemes (reduction of dimension, registration, filtering, classification, segmentation, spectral analysis, fusion, etc.);
- the variety of the methods (linear or non-linear, mathematics morphology, statistical approaches, supervised versus non-supervised methods, etc.) the set of the developed approaches being extremely broad.

The data can be of variable nature: multiband, multimodal, multi-view, heterogeneous.

- The multiband data: they go from the simplest case of the color image (coded for example in RGB) toward the more complex cases of multispectral images (less than ten spectral bands), hyperspectral (less than hundred spectral bands) or superspectral (more than thousand spectral bands (where each pixel - also named spixel for spectral elements has a high resolution in both spaces (spatial and spectral)).

- The multimodal data: here, the notion of modality recovers the acquisition of data observed from the same scene but by means of various protocols of acquisition. For example in MRI, we distinguish the modalities T1, T2 or the Flair which bring additional information. So in imaging MRI of the brain, in the case of the detection of multiple sclerosis, the interest of a multimodal observation will consist in detecting lesions according to Flair acquisition (where lesions appear brighter e.g., with high luminance) and T2 (where the lesion is bright as the cerebrospinal liquid - LCR) and to use the third modality (T1 who allows to differentiate well LCR, grey and white matter) to confirm the detection.

- The multiview data: the same scene is observed according to different positions with the same sensor or various sensors using the same modality. This process, useful to realize the reconstruction in 3D of the scene for example, can become complex when the multisview data are realized according to various modalities: a registration is then required to allow to exploit the wealth of the information carried by each of the modalities. The multdates data: they correspond for example to data supplied by the same airborne sensor flying over a zone at different periods: the problem of detection of change and its quantification can then be a very interesting problem.
The heterogeneous data: we can have access to matrices of heterogeneous data (e.g., matrix of Mueller in polarimetric imaging) for which the understanding of the physical models associated with these parameters is indispensable: such multivariate images require a bidisciplinaire collaboration between physicists and signal processing experts.

These various examples illustrate well the extreme variety of the data which recovers the naming "multivariate imaging", which are also named multicomponent imaging. The recent development of sensors delivering a large amount of images, the costs always cheaper of such sensors generate considerable volume of data for which new methods of analysis must be developed. Let us quote for example the domain of the astronomy where the notion of virtual observatory took place at the beginning of the two thousand years, with the capacity offers henceforth by the internet, to connect, thanks to new interoperability tools, data of observations of the Universe taken in various periods and by various telescopes, according to various protocols (varying time of exposure, with adaptive optics or not, etc.). An astronomer has now the possibility, with a few number of mouse clicks, to manipulate from his office equipped with a computer and a fast internet connexion, the data of a virtual observatory clustering all the observations stored on several decades, so as long as they are available in a digital format. He will then try to obtain denoised images, and possibly super-resolved images by appealing to the specialists of signal processing. Within the framework of the virtual Observatory, we shall for example wish to merge heterogeneous multispectral information of galaxies. In planetary imaging, to combine several satellite images, it will be necessary to take into account the topography of the ground and the parameters of observation. The domains of applications covered by the title "multivariate imaging" are thus very vast, rich and challenging.

The main topics presented in this book were grouped together in four parts:

1) the registration and the fusion of images, where the developed methodologies deal with satellite imaging (chap. 2 - 4) and concern the problem of fusion of optical and radar heterogeneous data (interferometry / radargrammetry) for the 3D reconstruction of urban zones (chap. 3); the fusion of data of various resolutions (multispectral and panchromatic) to increase the quality of the multispectral images with low spatial resolution (chap. 4); the registration (required step to the fusion of images) is also applied to airborne data acquired by spectrometer imager (chap. 2);

2) the detection of changes in remote sensing applications with a synthetic display by satellite imaging for the observation of the Earth in the context of the temporal analysis of changes in multi-or hyperspectral images of type is described without the chapter 5. This part also presents the bayesian framework for the analysis mixed (spatial/spectral) of multispectral cubes for the chemical identification of compounds in spectroscopy by analysis in independent components and separation of non-negative sources with applications concerning the data analysis of the probe Express Mars and on the analysis of spectroscopic signals. (Chap. 6) present the detection of emission
lines allowing to find the kinematic properties of clouds of dust in the heart of the galaxies in radioastronomy (chap. 7);

3) denoising and segmentation technics are approached on this part. The chap. 8 presents various methods of restoration of multichannels noised by a correlated signal, using a decomposition on wavelet basis whereas in the chap. 10 are studied the blind characterization of the types of noise in remote detection. The segmentation of multivariate images by clustering approaches requiring the search of an adapted metrics and the space dimension reduction is presented to the chapter 9. This part ends in a presentation of the tools of mathematical morphology spread to the multivariate case and applied to the classification of textures on color images (chap. 11);

4) the analysis of massive multicomponent images is the object of the last chapter and illustrates some of the new challenges : in astronomy with the arrival of ultraspectral instruments of observation of the Universe generating massive data for which the fusion of the various views requires the complete modelling of the instrument to allow an optimal fusion (optimal Under bayesian criterion), chap. 12; in multispectral molecular imaging where the parallel algorithms and the development of new architectures of treatment of large-sized images becomes a key element of the analysis (chap. 13); or still the modelling by hypercomplex numbers which generalizes the notion of complex variable and which can find applications in the manipulation of multivariate data in a mathematically elegant way (chap. 14).

The emergent challenges brought by multivariate imaging, the wealth of the exchanges and the large dynamism of the community in this domain, the mutual enrichment emerging from the discussions between the various scientists, strongly motivated us to realize this book. It addresses the researchers, the PhD students, the students of Masters and the engineers interested in the new methodologies of analysis for complex and heterogeneous multidimensional data, for which the physics plays even more an essential role in the understanding and the comprehension of multivariate data.

May 2009

Christophe Collet and Jocelyn Chanussot and Kacem Chehdi
Première partie

Registration and Fusion
Chapitre 2

Registration of multimodal/multitemporal images

2.1. Introduction

Multivariate, multimodal and multitemporal image registration has become a very active research field during the past two decades. Image registration now encompasses a broad range of applications including remote sensing, medical imaging, computer vision and astronomy. Many concepts, data and algorithms are available in the literature and on the Internet, which can be used to align two or more images acquired by different sensors and fuse them into a single, enriched one.

Although the tasks of image registration for multimodal and multitemporal images are performed quite easily in some specific cases, they can sometimes become very complex, depending on either the sensors used (i.e. the range of pixel values and distributions, the internal parameters), the imaging conditions (i.e. the position and look direction of the imaging sensor), and the imaged subject (i.e. flat area, 3-D scene, multi-temporal acquisition). Therefore, a sound knowledge of the imaging system and the imaging conditions is often required to achieve good registration performances.

In 1998, Maintz and Viergever have suggested a classification of the registration methods covering the range of medical imaging [MAI 98]. This classification accounts for the following items:

____________________
C. Cariou, K. Chehdi.
1) The dimensionality of the data, including 2-D, 3-D data and times series (4-D, i.e. 3-D plus time);
2) the nature of the registration basis, i.e. extrinsic (requiring external markers) or intrinsic (based on the image content only, relying on either salient landmarks, region-based structures or gray level values);
3) the nature (i.e. rigid, affine, projective, elastic) of the transformation between images;
4) the domain (i.e. local or global) of the transformation;
5) the interaction with the user (i.e. automatic, semi-automatic, or interactive);
6) the type of optimization procedure (i.e. the parameters are either computed directly from the data or searched for);
7) the modalities involved (i.e. monomodal or multimodal images);
8) the subject (i.e. intrasubject-based, intersubject-based or atlas-based registration);
9) the object (i.e. head, thorax, abdomen, etc.)

While the last two items of this classification are specific to medical image registration, the first seven items can apply to several fields such as remote sensing, or computer vision to cite a few. It is worth noting that nearly three hundred reference papers were pointed out in their survey at that time, and that more than 2200 scientific papers related to image registration were published during the last ten years.

Besides the international widespread interest – either academic and industrial – for more and more efficient approaches to image registration, the influence of the French image and signal processing laboratories in this domain is patent and well recognized. Indeed, several French research groups have brought to the international community their experience in formalizing many complex registration problems, especially in medical imaging and computer vision (see for instance [THI 98], [?], [HER 02], [?]).

Several reference books on image registration are available to the reader interested in general and applied image registration problems [HAJ 01] [GOS 05]. These books cover a wide range of many different aspects of image registration, from the preprocessing of image data to the fusion and mosaicking of registered images, through the alignment criteria and transformation functions of selected features such as points, lines, regions or gray-level templates.

In this chapter, we do not claim to present a complete state of the art of image registration in general. Excellent surveys are available to the reader, such as [BRO 92], [MAI 98] and [ZIT 03]. Nevertheless, we will recall the fundamentals of image registration, rapidly focusing our discussion on pixel-based image registration, which is recognized as one major advance for several application-oriented tasks such as data
fusion or image mosaicking. The main tools which are used to process images acquired either by different imaging sensors (multimodal registration) or at different dates (multitemporal registration) will be described. We will first give an overview of the different approaches used to perform automatic image registration. Next, we will consider the main processing steps of image registration and how these steps should be combined in pixel-based registration schemes. Throughout the chapter, we attempt to illustrate some aspects of multimodal/multitemporal image registration with examples taken from the remote sensing application field.

2.2. Overview of image registration approaches

2.2.1. Definitions

Image registration is the process of aligning two or more images of the same scene taken at different times, from different viewpoints, and/or by different sensors. Typical applications of image registration lie in the fields of:

- medical imaging: monitoring tumor growth, aligning several imaging modalities like magnetic resonance imagery (MRI), computed tomography (CT), ultrasound imaging, etc.
- computer vision: automatic quality control, robotics, computer-assisted surgery, non-destructive testing, etc.
- remote sensing: airborne/spaceborne Earth Observation (EO), change detection, integration and merging of information in geographic information systems (GIS), etc.

Basically, image registration aims at establishing a correspondence between two images on a point-to-point basis. Generally one image is referred to as the target (or reference) image \( I_t \), and the other one is referred to as the source (or sensed) image \( I_s \). Therefore, in the following, we will consider the registration problem as trying to register the source image onto the target image as best as possible. The registration is then the search for an optimal mapping \( T^\star \) which relates the source image to the target image. Such a mapping is sometimes assumed to follow a geometric transformation model \( T_\Theta \) governed by a parameter vector \( \Theta \). The registration problem is then reduced to the search of the optimal parameter \( \Theta^\star \).

Let \( I : \Omega_I \subset \mathbb{R}^n \rightarrow \mathbb{R}; M \mapsto I(M) \) be a \( n \)-dimensional image. From a very general viewpoint, the problem of aligning a source image \( I_s \) with a target image \( I_t \), can be stated as follows [BRO 92, MAL 06] :

\[
T^\star = \arg \max_{T \in T} S(F[I_s(t)], F[I_s \circ T(t)])
\]  

(2.1)

where \( F : \mathbb{R} \rightarrow A \subset \mathbb{N} \) is a function aiming to extract spatial features on the image supports; \( T : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is the mapping function to be found, acting on the coordinates
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$t$ of the target image, and $S : A \times A \rightarrow \mathbb{R}$ is a similarity measure between sets of spatial features.

As a consequence, three sub-problems arise from this definition, and have different impact respectively for the user and for the designer of registration techniques.

The first sub-problem relies on the nature of the mapping and its modelling. Actually, the choice of a particular mapping model, be it parameterized or not, is strongly dependent on the nature of the image acquisition process, and, if not application dependent and thus strictly imposed, is likely to be inferred by the user from his own experience. Thus a careful choice of the mapping function is expected from the end-user point of view.

The second sub-problem arises from the discrete spatial nature of digital images to register. As a matter of fact, the above definition of an image hides some difficulties because the image support is actually not continuous ($\Omega_I \subset \mathbb{Z}^n$), whereas its mapping via a transformation function $T$ generally gives points in $\mathbb{R}^n$. This question will be addressed in section 2.3.4.

The third sub-problem, and the most important one for the algorithm designer, is the nature of the similarity function and the extraction of spatial features, which conditions the approaches to be used often much more than the sole nature of the mapping function. This problem will provide us a starting point of a classification of image registration techniques.

Two main classes of image registration approaches are generally considered: feature-based methods and pixel-based methods. These classes are also known as respectively geometric registration and iconic registration in the medical imaging community [CAC 02, MAL 06]. The first class is based on the correspondence between features such as points, lines, edges, or shapes of regions, which are first extracted from the target and source images. The second class looks for the direct correspondence between pixel values of both images, via Fourier-based methods, sum of squared or absolute differences, or more general information theoretic criteria.

### 2.2.2. Feature-based image registration

In feature-based or geometric image registration, the problem in Eq. (2.1) is generally simplified to:

$$T^* = \arg\max_{T \in \mathcal{T}} S(T(A_{I_t}), A_{I_s})$$

where $A_I = \{ M \in \Omega_I | F(I(M)) = 1 \}$ is a set of detected interest features locations (points, lines, regions, or surfaces in the 3-D case) in image $I$. 

Feature-based image registration usually consists of the following four stages:

– **Feature extraction**: Salient and distinctive objects (closed-boundary regions, edges, contours, line intersections, corners, etc.) are manually or, preferably, automatically detected. For further processing, these features can be represented by their point representatives (centers of gravity, line endings, distinctive points), which are called control points in the literature.

– **Feature matching**: In this stage, the correspondence between the features detected in the source image and those detected in the target image is established. Various feature descriptors and similarity measures along with spatial relationships among the features are used for that purpose.

– **Mapping model estimation**: The nature and parameter vector $\Theta^*$ of the transformation function are estimated. The mapping model must align the target image features with the source image features. The parameters of the mapping function are computed by means of the established feature correspondence.

– **Image transformation/re-sampling**: The source image is transformed (or warped) by means of the previously obtained mapping function. Image values at non-integer coordinates are computed by an appropriate interpolation technique.

A typical block diagram of feature-based image registration is shown in Fig. 2.1. One can notice that this approach is direct, i.e. the registration is performed in a one-pass fashion. The objective of the feature extraction and matching stages is to feed the mapping estimation stage with a set of co-located point set pairs to be further aligned. Thus, as such, the original pixel content is 'forgotten' during the computation of the mapping. This makes the feature-based approach insensitive to illumination variation and noise. Moreover, if a high number of features are detected in both images, this approach can allow the use of statistical techniques, such as the least squares (LS) approach, to find the best mapping parameters. The reader interested will find an excellent overview of these techniques in the reference books [GOS 05] and [HAJ 01].

The use of feature-based methods is recommended if the images contain enough distinctive and easily detectable objects. This is often the case in applications such as remote sensing or computer vision where images are supposed to contain enough details to allow the extraction of salient features. However, it may happen that images (or parts of images) do not exhibit such fine details, and rather show blurred features or very smooth gray level (or color) variations.

### 2.2.3. Pixel-based image registration

In applications where simple and salient spatial features are cannot be easily extracted from both source and target images, one may find more interesting to use a pixel-based or iconic approach. In this case, one tries to derive some matching criterion which accounts for pixels values and variations in the images, either at a global
level or at a local level. Most pixel-based approaches use either statistical criteria like
the sum of squared difference or the mutual information, or structural criteria based
on invariant descriptors such as given by Fourier-based methods.

In this case, the general registration problem is reduced to:

\[
T^\star = \arg \max_{T \in T} S(I_t(t), I_s \circ T(t)).
\]  

This means that the whole (or compact sets of) the image content is used to compute
the optimal mapping \( T^\star \), and not only the features locations. This approach is also
referred to as dense registration [du 05].

Whereas Fourier-based methods are well suited for matching images distorted by
a global rigid transformation in a single pass, much attention has been paid in the past
decade to approaches which try to estimate the correct mapping function by iterative
optimization of the similarity measure \( S \). These approaches start with an initial esti-
mate of the mapping function \( T^{(0)} \), apply it to the source image and from the image
comparison stage derive an updated mapping function \( T^{(1)} \), and so forth until a stop-
ing criterion applies. A block diagram of such an iterative approach is depicted in Fig.
2.2. It is worth noting that the development of this class of registration methods was
mostly impulsive by the medical imaging application field for the reasons mentioned
above [MAL 06].

2.2.4. Discussion

Compared to feature-based approaches, pixel-based (or iconic-based) registration
approaches are very interesting for many reasons. One (obvious) reason is that the re-
gistration is performed thanks to large subsets of the image (if not the whole image),
and not only sparse spatial features extracted from the source and target images. Another reason is that the concept is well fitted to the image fusion process which often
takes place in a further step: indeed, potentially every pixel in the source image is compared to a corresponding pixel in the target image, and is expected to bring its contribution to the registration process. Then, to some extent, the search for quantitative or qualitative correspondences between groups of registered pixels is likely to be more accurate with iconic approaches than feature-based approaches. Also, at last, but not at least, pixel-based approaches are rather easily extensible to multivariate, multimodal and multitemporal data, which is an important characteristic for the processing of most image types.

In the following, we will briefly present the main processing steps of image registration. We will first describe the different kinds of geometric transformations which can model the deformation between the source and target images, and how they can be set up through resampling. Since most of the present research focuses pixel-based or iconic registration, we will then deliberately restrict this section to these approaches, and describe the main similarity criteria and registration schemes which can be used.

2.3. Mapping models and image resampling

Several image mapping functions are well described in the literature and available to the user. The choice of the mapping model is essential to obtain reliable results; this choice must be considered seriously and assessed before any processing. As mentioned above, the transformation functions depend on the nature of the scene and on the acquisition system used. However, under some assumptions, and before applying some sophisticated model, it may be interesting to approach the optimal mapping sought by successive less and less 'rigid' mapping models (or equivalently more and more parameter constrained models). We present below the most classical 2-D transformation functions by order of increasing complexity.
2.3.1. Linear mapping models

– Rotation, scale and translation model

The simplest mapping model relates to the so-called rigid transformation. More precisely, the transformation from the target to the source image coordinates is written as a combination of coordinates rotation, scaling, and translation (hence the RST acronym):

\[ T : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \]

\[ t = [t_x, t_y]^T \mapsto s = [s_x, s_y]^T \]

with

\[
\begin{align*}
s_x &= \alpha (t_x \cos \beta + t_y \sin \beta) + u_x \\
s_y &= \alpha (-t_x \sin \beta + t_y \cos \beta) + u_y
\end{align*}
\]

(2.4)

where \( \alpha, \beta \) and \((u_x, u_y)\) are respectively the scaling, rotation angle, and translation vector parameters of the mapping. Equivalently, rewriting Eq. (2.4) in matrix form gives:

\[ s = \alpha R t + u \]  

(2.5)

Since this mapping involves four parameters, only two pairs of corresponding points in the source and target images would be theoretically needed to compute the model (assuming no noise and perfect RST model fitting). However, it may appear some co-location errors between images, conditionally upon an RST modeling. In this case, a LS approach may be easily implemented to find the optimal parameter set.

– Affine model

A more general mapping model, called the affine model, is described by the following six parameters system (in matrix form):

\[ s = \mathbf{A} t + u \]  

(2.6)

where \( \mathbf{A} \) is a non-singular matrix with real entries, and \( u \) a translation vector. In this case at least three pairs of non-aligned corresponding points in the target and source images are required to estimate the set of six parameters of the affine model. A LS approach can also be used to estimate these parameters in the case where a larger set of imperfectly aligned points is available.

The important properties of this transformation lie in its geometric invariants. Indeed, the affine transformation preserves the parallelism of lines, the ratio of areas, and the ratio of lengths on collinear or parallel segments.

– Homographic/perspective projection model

Ideally, the RST and affine mappings should be used in applications where the imaging process induces no distortion (e.g., as produced by optical lenses), and where it can be assumed that each point of an object is imaged as if it was located at the central optical axis of the sensor. This is for instance the case with (almost satellite) remote sensing of flat and moderate size areas, because of the long distance between the imaging system and the imaged scene. However, these assumptions do not longer hold when dealing with more common imaging conditions where the size of the imaged objects
and their distance to the camera are of the same order. In this case, the homographic (or perspective projection) model should be used.

The homography transformation uses the following relationships between the source and target coordinates:

\[
\begin{align*}
    s_x &= \frac{h_{11} t_x + h_{12} t_y + h_{13}}{h_{31} t_x + h_{32} t_y + h_{33}} \\
    s_y &= \frac{h_{21} t_x + h_{22} t_y + h_{23}}{h_{31} t_x + h_{32} t_y + h_{33}}
\end{align*}
\]

which can be rewritten in homogeneous coordinates by:

\[
\begin{bmatrix}
    s'_x \\
    s'_y \\
    h
\end{bmatrix} =
\begin{bmatrix}
    h_{11} & h_{12} & h_{13} \\
    h_{21} & h_{22} & h_{23} \\
    h_{31} & h_{32} & h_{33}
\end{bmatrix}
\begin{bmatrix}
    t_x \\
    t_y \\
    1
\end{bmatrix},
\]

(2.7)

and \( s = [s_x \ s_y]^T = [s'_x \ s'_y]^T / h. \)

Since Eq. (2.8) is unique up to a scale factor, the parameter estimation problem is reduced to eight unknowns and therefore the minimum number of (non-aligned) points pairs necessary to solve the system of equations is four.

Homography has more degrees of freedom than affine transformation, and thus, less invariants. Nevertheless, some interesting properties are still preserved, such as concurrency (three lines in a projective plane are concurrent if all three of them intersect at one point), co-linearity (the dual of concurrency), tangency and inflection.

### 2.3.2. Non linear mapping models

The above models are often used as ‘first order’ models which can roughly approximate the deformation map with a limited computational load. However, they are inefficient when trying to estimate even smooth mapping functions, such as a quadratic deformation due to optical lenses in short focal systems. This is why more sophisticated mapping functions should be used. Non linear mappings are essential to consider problems like optical lens correction or the geocorrection of remote sensing images. They are also very useful in difficult problems involving image registration such as change detection or seismology, or the alignment of 3-D structures acquired by medical imaging systems. Several approaches can be used, and include:

- **Polynomial mapping**

The polynomial model considers an extension of the above global approaches for which the target coordinates write:
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\[
\begin{align*}
  s_x &= \sum_{i=0}^{n} \sum_{j=0}^{n} a_{ij} t_x^i t_y^j \\
  s_y &= \sum_{i=0}^{n} \sum_{j=0}^{n} b_{ij} t_x^i t_y^j 
\end{align*}
\]

The total number of coefficients \{a_{ij}, b_{ij}\} for this model is \(N = (n+1)(n+2)\). Consequently, at least \(N/2\) pairs of corresponding points in the source and target images are required to estimate these parameters. The LS approach also applies in the noisy case for the polynomial model. This model is generally used with a low \(n\) value (typically less than 5) and for small and rapidly decreasing coefficients of \((i+j)\)th order terms, with \((i+j) \geq 2\).

- **piecewise linear mapping**: in this case, one chooses to map some triangular mesh obtained from a set of control points in the source image, onto the corresponding mesh in the target image. These meshes can be given for instance by a Delaunay triangulation algorithm [de 08]. A linear (affine) transformation function within each corresponding triangle is then applied. This model, while simple in essence, produces continuous mappings which are not differentiable. It is often used in computer graphics but is not adapted for accurately registering remote sensing images unless acquired over flat areas with spaceborne systems.

- **radial basis function (RBF) mapping**: one important class of non linear mapping functions makes use of radial basis functions [POW 87], which are able to capture deformations at a local level. A RBF mapping is defined as follows in the 2-D case:

\[
\begin{align*}
  s_x &= a_{00} + a_{10} t_x + a_{01} t_y + \sum_{i=1}^{k} A_i g(t, t_i) \\
  s_y &= b_{00} + b_{10} t_x + b_{01} t_y + \sum_{i=1}^{k} B_i g(t, t_i) 
\end{align*}
\]

in which the first three terms relate to affine mapping whereas the last one incorporates a radially symmetric single-valued function \(g(., .)\) accounting for local deformations. This model requires a set of \(k\) control points \(\{t_i\}\) and associated real-valued weights \(\{A_i\}\) and \(\{B_i\}\). Several functions \(g\) have been proposed and studied in the literature, such as B-splines, thin-plate splines (TPS), or multiquadrics. For instance, TPS require the RBF to follow \(g(t, t_i) = d_{i}^2 \ln d_{i}, \) with \(d_{i}^2 = ||t - t_i||^2 + \sigma^2,\) where \(\sigma^2\) controls the stiffness of the mapping surfaces \(s_x, s_y(\cdot)\). Moreover, they require that three other stationarity constraints be satisfied to find the solutions \(\{a_{00}; a_{10}; a_{01}; \{A_i\}_{i=1...k}\}\) and \(\{b_{00}; b_{10}; b_{01}; \{B_i\}_{i=1...k}\}\).

- **Elastic mapping**: TPS mapping can be seen as an example of the wider class of elastic mapping, where no a priori parametric modeling of geometric deformations
is involved, and the set of corresponding source and target points may be extended to
the whole set of pixels in both images. First proposed in [BAJ 89], elastic registration
methods generally try to iteratively minimize the energy required for bending or stret-
ching some thin elastic rubber sheet representing the displacement field \( s(t) \). Some
regularity constraints are usually applied to insure the convexity of the minimization
problem: they can take the form of a linear elastic modeling [HER 02], of a diffusion
tensor modeling [THI 98] used in optical flow registration [NAG 86], or model the
displacement field by selected Fourier coefficients [CHR 99].

2.3.3. Hybrid mapping

Hybrid mapping functions may be of great use in some particular cases. For instance,
the imaging system may consist of a single line sensing one spatial dimension
(across track) and the second spatial dimension is acquired (along track) by moving
this sensor such as to scan the scene under study. This is what happens with airborne
or spaceborne imagers. Assuming no distortion due to local elevation (i.e. a flat area
scene), the mapping from the deformed source image to the target scene image can be
modeled as global and linear in the across track spatial dimension (e.g. homographic)
and locally deformed and non linear in the along track dimension. Such a transforma-
tion was referred to as ‘semi-rigid’ in [CAR 06].

2.3.4. Image resampling methods

Once obtained from the optimization of the similarity measure between the target
and the source image contents, the mapping is used to warp the source image in a
way that it aligns with the target image, and shares the same output reference grid.
This important step in registration is called image resampling. The resampling can be
done in a forward scheme, i.e. each pixel of the source image is moved to its corres-
ponding location in the reference output coordinate system. However, this scheme is
often avoided because (i) the alignment of the warped image coordinates on the output
image reference grid is highly unlikely and can produce missing values in the result-
ing registration result, and (ii) it requires that the mapping \( s = T(t) \) be invertible,
which may not always be the case. For instance in airborne spectrographic scanning
systems, the pitch motion of the aircraft can produce multiple imaging of the same
ground area, in which case the mapping is no longer bijective. This is why the back-
ward scheme is to be preferred. In this approach, one seeks to fill the output grid with
the pixel values of the source image, the coordinates of which are the images of the
output grid coordinates by the direct mapping \( T \). Though the direct mapping is in turn
very unlikely to correspond to a grid point of the source image, 2-D interpolation can
be used, consisting of replacing the registered output pixel value with an approximate
value using a set of neighboring pixels in the source image.
2-D interpolation is generally performed by rather classical techniques such as the nearest neighbor, bilinear interpolation, bicubic interpolation, or other more or less sophisticated splines-based techniques. The reader interested in interpolation techniques will find an excellent survey in [LEH 99]. In most applications, a low level complexity interpolation approach is used, especially in iterative registration methods in which it is computed at each iteration. Interpolation with linear, cubic B-splines or sinc interpolators, followed by resampling (in $\mathbb{R}^2$) with respect to the grid of the target image can be used to produce registered images with sub-pixel accuracy, which are required to perform fusion tasks in medical imaging [?] or remote sensing [?]. In the latter paper, the authors investigated the origin of artifacts resulting in abrupt changes in the image comparison criteria and showed that these are produced by the blurring effects of the interpolators. However, in some cases such as hyperspectral airborne imaging, the sensed radiance at one pixel location should remain unaltered by any combination of the radiances of neighboring pixels; the nearest neighbor approach must then be used, despite its low registration accuracy [LAN 02].

Figure 2.3 illustrates the application to a reference image of several mapping models $T$ with increasing complexity.

2.4. Similarity criteria for pixel-based registration

As stated above, pixel-based registration requires the choice of a criterion for the comparison of images. Since images naturally follow some variable content, the choice of statistical tools to describe the joint dependence of pixel sets in the source and target images is clearly justified. Therefore, pixel values are treated as random variables (for gray-level images) or random vectors (for multivariate images). We give in the following the main criteria which are widely used in many applications. Only mono-component images are considered in the following, though the definitions below apply to some extent for multivariate images.

2.4.1. Sum of squared differences

The simplest comparison function between two images is the well-known sum of squared differences (SSD) criterion. It is defined as follows:

$$SSD(T) = \frac{1}{2} \int_{\Omega} [I_s(t) - I_s \circ T(t)]^2 \, dt ,$$

(2.11)

This criterion is well suited to the comparison of images acquired with the same modality, i.e. with the same sensor. It has been proved that this criterion is optimal in
the case of images disturbed only by Gaussian noise [VIO 95]. However, this method suffers from the fact that few locally misregistered pixels may lead to a high value of the criterion because of squared terms. This occurs for instance for pixels located at each side of the boundary between two uniform regions. To alleviate this difficulty, one can use the sum of absolute difference (SAD) criterion:

\[
SAD(T) = \int_{\Omega} |I_x(t) - I_y \circ T(t)| \, dt,
\]

or the Huber criterion [HUB 81], a mixture of the SSD and SAD criteria which is more robust to outliers [ARY 07].

Note that, in comparison with the other criteria presented below, SSD and SAD are basically dissimilarity criteria, hence their opposite is taken as the similarity function \(S\) in Eq. 2.3.
2.4.2. Correlation coefficient

The correlation coefficient (also known as the normalized cross-covariance) is defined as follows:

\[
CC(T) = \frac{E[(I_t(t) - m_{I_t})(I_s \circ T(t)) - m_{I_s})]}{\sqrt{V[I_t] V[I_s]}},
\]

where \(E[.]\) is the expectation operator, \(V[.]\) is the variance, \(m_{I_t}\) (resp. \(m_{I_s}\)) is the mean value of the target image (resp. the source image). The correlation coefficient is less restrictive than the SSD or the SAD criteria since it allows source and target images to follow a general linear relationship. It is linked to the autocovariance function used for direct pixel-based registration, as shown in Section 2.5.1.

2.4.3. Correlation ratio

First introduced in [ROC 98] for image registration, the correlation ratio (also called explained variance) aims at measuring the functional dependence between two random variables, and therefore is more general than the correlation coefficient. It is defined by:

\[
CR(T) = \frac{V[E[I_s \circ T(t) | I_t(t)]]}{V[I_s \circ T(t)]}.
\]

The correlation ratio can be seen as the proportion of variance of pixel values in the registered source image which is explained by the pixel values of the target image. Care must be taken about the relationship between the random variables: in the case of non-monotonic functional dependence, a correct ordering of the random variables must be used.

2.4.4. Mutual Information

In many multisensor or multitemporal applications, the user is very likely to face the problem of aligning images which do not follow a linear relationship, and perhaps not even a functional relationship. For instance, in multitemporal applications, objects in the same imaged scene may have appeared or disappeared or simply moved. In such situations, the comparison criterion must be chosen to cope with large discrepancies between pixel intensities due to either the different sensors which are used for the target and source images, and also to the variability of the scene content between different acquisition dates.
Derived from Shannon’s information theory, the mutual information (MI) shared by two random variables quantifies the amount of information gained between their marginal distributions and their joint distribution. It can be written as the Kullback-Leibler divergence between their joint probability density function (pdf) and the product of their marginal pdfs \[\text{COV 91}\]; it can also be written in terms of entropies as:

\[
MI(X, Y) = H(X) - H(X|Y),
\]

(2.15)

where \(H(X) = -\int f_X(u) \log f_X(u) du\) is the entropy (or uncertainty) of \(X\) and \(H(X|Y) = -\int \int f_{X,Y}(u, v) \log f_{X|Y}(u) du dv\) is the conditional entropy of \(X\) given \(Y\). The mutual information is maximum when the entropy of one random variable conditionally on the other variable vanishes. The MI criterion is more general than the correlation ratio since it does not require any functional relationship between two random variables.

The MI criterion provides a robust and efficient tool for statistical image comparison \[\text{VIO 97} \ [\text{MAE 97}],\] and is often considered as one of the best criteria for image registration, despite its highly non-linear setting. When applied to the registration problem, the MI criterion is given by:

\[
MI(T) = \int_{\mathbb{R}^2} f_{I_t,I_s \circ T}(u_1, u_2) \log \frac{f_{I_t,I_s \circ T}(u_1, u_2)}{f_{I_t}(u_1) f_{I_s \circ T}(u_2)} du_1 du_2,
\]

(2.16)

where \(f_{I_t}\) (resp. \(f_{I_s \circ T}\)) is the pdf of the target image (resp. of the registered source image), and \(f_{I_t,I_s \circ T}\) is the joint pdf of both images.

Other similarity functions based on the mutual information have been proposed in the literature, mostly to face the problem of excessive noise in parts of the image intensity dynamics. These are called the normalized mutual information \[\text{HAJ 01}],\] the most robust of which is probably the following \[\text{STU 99} \ [\text{SKE 07}]\ :

\[
NMI(X, Y) = \frac{H(X) + H(Y)}{H(X, Y)},
\]

(2.17)

where \(H(X, Y)\) is the joint entropy of the random variables.

The mutual information criterion has been intensively used during the past decade in the field of medical imaging for purposes of 2-D and 3-D multimodal registration \[\text{CHR 99, MAE 97, MIL 01, HER 02, GUO 06}\]. It has also been applied
Figure 2.4. Examples of joint probability density functions of two random variables showing the kind of statistical relationships compatible with the statistical pixel-based similarity criteria. (a) : SSD and SAD criteria (identity relationship); (b) : CC criterion (affine relationship); (c) : CR criterion (functional relationship); (d) : MI criterion (non functional relationship).

later with success to the registration of satellite and aerial remote sensing images [KER 07, FAN 05, ING 04, CHE 03, COL 03, CAR 08a] and also to change detection [CHA 07, ?] for multitemporal image data.

Figure 2.4 summarizes the different functional relationships which correspond to the four statistical pixel-based similarity criteria presented above.

2.5. Pixel-based registration schemes

Pixel-based registration approaches can be roughly divided into two major families. The first family comprises methods which allow to recover the optimal parameters of a given global mapping transformation in a direct fashion. These methods generally involve the use of signal processing techniques, and require the global mapping to follow a rather simple function such as a rigid transformation.
The second family refers to methods which seek to optimize in an iterative fashion the chosen similarity criterion, involving potentially every pixel of the source and target images. These methods can handle a broader set of geometric transformations (typically non linear ones), but their main feature lies in their ability to work without using any control point.

### 2.5.1. Direct approaches

Direct approaches can be applied in cases where the deformation between the source and target images is restricted to rigid transformation.

Most direct image registration approaches are based on the 2-D Fourier transform properties, and more precisely upon the Fourier shift theorem first suggested for the registration of images up to a translation of vector $\mathbf{u}$, $\mathcal{T}_u = \mathbf{1}d + \mathbf{u}$ [BRA 65]:

$$
\mathcal{F}_{\mathcal{T}_u}(\nu) = \mathcal{F}_I(\nu) \exp(i 2\pi \mathbf{u}^T \nu),
$$

(2.18)

where $\mathcal{F}_I(\nu)$ is the 2-D discrete Fourier transform of image $I$, and $\nu \in [-0.5, 0.5] \times [-0.5, 0.5]$ is the 2-D normalized frequency.

In order to remove a translation between the source and target images, respectively $I_s$ and $I_t$, one can use the two-dimensional cross-correlation scheme. Cross-correlation is a powerful tool for the estimation of the translation vector between two images acquired by similar sensors, i.e. when an affine relationship between the random fields can be inferred. It can easily be set up in the Fourier transform domain, leading to a fast algorithm thanks to the two-dimensional Fast Fourier Transform (2-D FFT).

More precisely, the (normalized) cross-correlation function is defined as:

$$
CC(\mathbf{v}) = \frac{\mathbb{E}[I_t(t) \cdot I_s(t + \mathbf{v})]}{\sqrt{\mathbb{V}[I_t] \mathbb{V}[I_s]}},
$$

(2.19)

In order to fasten its calculation for large images, the sample cross-correlation function is computed as the inverse discrete Fourier transform of the cross-power spectrum:

$$
CC(\mathbf{v}) = \mathcal{F}^{-1} \left[ \frac{\mathcal{F}_{I_t}(\nu) \cdot \mathcal{F}_{I_s}(\nu)}{\mathcal{F}_{I_t}(\nu) \cdot \mathcal{F}_{I_s}(\nu)} \right](\mathbf{v}),
$$

(2.20)
where $F^{-1}(\cdot)$ is the 2-D (complex) inverse Fourier transform, and $\ast$ stands for complex conjugation. Assuming $I_t = I_s \circ T_u$ and plugging Eq. (2.18) in Eq. (2.20) gives $CC(v) = \delta(v - u)$, hence a Kronecker function in the spatial domain, and the location of the cross-correlation peak provides an estimate of the translation vector $u$ between the source and target images.

This basic technique for translation removal has some important practical issues:

- Removing the positive mean of images is often necessary before computing the cross-correlation function: otherwise, the cross-correlation function may exhibit peak values at undesired locations. Actually, this corresponds to the computation of the 2-D cross-covariance function.

- This technique can be applied to some extent to image pairs which do not exhibit a strict linear dependence of pixel values, assuming the deviation from linearity is fair. In the case of multimodality, it is possible to first apply a high-pass filter or an edge extraction procedure on both the source and target images in a way to keep the most prominent global features of the image content [RED 96]. It can also be applied to rotated and scaled image pairs, provided the rotation angle is small and the scale factor is close to one.

- In the case of images degraded by independent additive noise, a small error in the peak location can have a large influence on the joint distribution of the target and source registered images, as can be seen in Figure 2.5.

- Since images are defined over the 2-D lattice, the discrete Fourier transform (DFT) applies and the FFT algorithm is generally used to accelerate the registration.

The location of the detected correlation peak can be inaccurate since, using the 2-D FFT, it is constrained to belong to the $\mathbb{Z}^2$ lattice. Also, it might be useful to recover the translation vector $u$ with better accuracy. This can be done by phase correlation which considers the linearity of the phase shift $\exp(i \ 2\pi u^T \nu)$ with the spatial frequency: indeed, the translation vector $u$ is the slope of the phase difference $\angle \{ F_{I_t}(\nu)/F_{I_s}(\nu) \} \in [0, 2\pi]$. This approach requires phase unwrapping, which is a classical tool in radar interferometry [ZEB 98] and can be performed independently along each dimension. With this approach sub-pixel translation vector estimation is achieved [FOR 02].

We illustrate below the use of a method based on 2-D cross-correlation in the aerial remote sensing context. Fig. 2.6 shows an overlay of two contiguous overlapping flight tracks acquired by a CASI airborne multispectral/hyperspectral pushbroom imager, which are to be registered. The images are issued from a post-acquisition processing stage provided by the sensor manufacturer, and are corrected to account for the roll and pitch motions of the aircraft. One can notice the misregistration between the two images, which is due to either inaccuracy of the positional data, and variations in terrain elevation. Figure 2.7 shows the result obtained using the above Fourier-based
Figure 2.5. Effect of a small misregistration on the joint distribution of source and target images. The target image is obtained from the source image by adding white Gaussian noise with variance, SNR = 33dB. Top: joint distribution for a perfect registration; bottom: joint distribution for a translation vector $\mathbf{u} = [0 \ 1]^T$.

method on this image pair. More precisely, several translation vectors are estimated over $128 \times 128$ regularly spaced overlapping image tiles. A robust estimate of the
Figure 2.6. Overlay of original contiguous flight tracks. Red layer : target image ; cyan layer : source image.

global translation vector $\mathbf{u}$ is then computed as the mean vector of the translation vector field obtained for the tiles set, which is first median filtered. This estimate is then applied to the source image to compensate for the global translation. It is interesting to note that the translation vector estimate corresponding to each tile could be used to specify one pair of control points per tile; a feature-based registration method could then be applied.

In the case of more general geometric transformations such as RST, one can make use of image-based invariant features. RST invariants are referred in the literature to as either log-polar features or Fourier-Mellin features [RED 96] and can be used to match images up to a similarity transformation [GHO 94] and to provide estimates of the four parameters model [ADA 01].

2.5.2. Iterative approaches

Iterative pixel-based approaches are mainly based on integro-differential or partial derivative equations (PDEs). They and can handle several similarity criteria such as SSD, CR and MI, and allow to tackle problems such as rigid (e.g. RST) matching [MAI 98], semi-rigid matching [CAR 06], but also matching involving continuous and differentiable 2-D displacement vector fields, and taking into account exact geometrical constraints [CAR 08a]. PDE-based registration methods are well known in medical imaging ([CHR 99], [MIL 01], [HER 02]), but have also rapidly gained popularity in remote sensing applications. [COL 03]. Their importance in multimodal/multitemporal image matching has become evidence in the last decade.
Consider the pixel-based registration problem in Eq. (2.3), and assume \( T \) depends on a parameter vector \( \Theta \), hence \( T_\Theta \). Without loss of generality, it is often useful to transform the maximization problem into a minimization one and to superimpose on the data fitting problem some regularization constraint on the solution to yield:

\[
\Theta^* = \arg \min_{\Theta} J(T_\Theta, I_s, I_t),
\]

with

\[
J(T_\Theta, I_s, I_t) = -S(I_t, I_s \circ T_\Theta) + \lambda R(T_\Theta),
\]

The minimization problem leads to the well known Euler-Lagrange equation:

\[
\nabla_\Theta J(T_\Theta, I_s, I_t) = 0,
\]

which generally does not provide a direct solution \( \Theta^* \) due to the complexity of the objective function. The optimization is however more tractable using a gradient descent:

\[
\begin{aligned}
\Theta_t &= -\nabla_\Theta J(T_\Theta, I_s, I_t) \\
\Theta|_{t=0} &= \Theta_0
\end{aligned}
\]
with the notation $\Theta_t = \partial \Theta / \partial t$. The implementation of the gradient descent consists in successive applications of the current mapping $T_{\Theta}$ to the source image, and infinitesimal modification of the current mapping parameter $\Theta$ based on the chosen comparison function between $I_t$ and $I_s \circ T_{\Theta}$, and so forth until convergence to a stationary point of $J(T_{\Theta}, I_s, I_t)$, expected to be the minimum of the objective function provided it is convex.

To illustrate this, let us consider the case of affine registration under the SSD (dis)similarity criterion. One searches for the optimal parameter set $\Theta = \{A^*, u^*\}$. Assuming no regularization constraint ($\lambda = 0$):

$$\{A^*, u^*\} = \arg \min_{\{A, u\}} \frac{1}{2} \int_{\Omega} [I_t(t) - I_s(At + u)]^2 \, dt.$$  \hspace{1cm} (2.25)

It can be easily shown that the gradient descent in Eq. (2.24) writes:

$$\begin{cases}
A_t &= \int_0^t [I_t(t) - I_s(At + u)] \, \nabla_A I_s(At + u) \, dt \\
u_t &= \int_0^t [I_t(t) - I_s(At + u)] \, \nabla_u I_s(At + u) \, dt \\
A|_{t=0} &= I \\
u|_{t=0} &= 0 \hspace{1cm} (2.26)
\end{cases}$$

Therefore, the infinitesimal modification of the affine transformation model is brought by the integration of the product in the spatial domain between, on the one hand, the gradient of the currently registered source image with respect to the current model parameters and, on the other hand, the local difference between the gray level values of the target and currently registered source. Of course, if the local differences between pixels were to vanish (as might be expected when the images are perfectly registered), the variations of the parameters would also vanish and the optimal parameter $\Theta^*$ would then be found. A theoretical study of gradient-based registration performance, though restricted to translation, is available in [ROB 04].

A more complicated situation occurs when dealing with the optimization of a registration criterion with respect to a non parametric displacement vector field $u(t)$. 
In this case, a regularization term should be used to insure the convergence of the criterion to a minimum, and the criterion to optimize becomes [HER 02]:

$$ J(u, I_s, I_t) = -S(I_t, I_s \circ (\text{Id} + u)) + \lambda \int_\Omega \phi(Du) \, dt, $$ (2.27)

where $Du$ is the Jacobian matrix of $u$; $\phi$ is a real, positive-valued regularization function acting on $Du$ matrices, such as the Tikhonov functional [TIK 77], the linear elasticity functional [MIL 93], or diffusion tensors [NAG 86].

Then the optimization can be performed in a variational setting through the following generic gradient flow:

$$ \begin{cases} 
  u_t &= W(u, I_s, I_t)\nabla I_s \circ (\text{Id} + u) + \lambda \text{div}(\phi Du(Du)) \\
  u|_{t=0} &= u_0 
\end{cases} $$ (2.28)

where $W(u, I_s, I_t)$ is a weighting function obtained from the computation of the first variation of the image dissimilarity criterion $-S(I_t, I_s \circ (\text{Id} + u))$. Weighting functions derived from the SSD, CR and MI criteria are given in [HER 02].

In the above formulation, the regularization of the displacement field is performed via an additive energy-like constraint. However, it can also be performed by smoothly filtering the variations of $u$ in the following manner, inspired from [CHR 99]:

$$ \begin{cases} 
  u_t &= [W(u, I_s, I_t)\nabla I_s \circ (\text{Id} + u)] * g \\
  u|_{t=0} &= u_0 
\end{cases} $$ (2.29)

where $g$ represents the 2-D impulse response of some low-pass filter.

Finally, it is important to notice that, due to their high computational load, iterative pixel-based registration approaches are very often performed in a coarse to fine way: by using a pyramidal or wavelet image decomposition, one estimates the transformation parameters or displacement field at the lowest decomposition level and report the result to the upper level before computing a finer estimation [ZA V 05]. Also, other criterion optimization approaches are available, such as the Levenberg-Marquardt algorithm [THE 98], the stochastic gradient [COL 03] and even evolutionary algorithms [De 07].

Figure 2.8 shows the overlay of the target and the corrected source images using a variational technique involving the gradient flow of Eq. (2.29). The initial conditions are given by the result of the cross-correlation method shown in Fig. 2.7. The registration result is far more accurate than the previous one, though some parts of the overlay do not match perfectly, due to the limitation of the filtering procedure which cannot account for high frequency content in the displacement map.


Figure 2.8. Overlay of non-rigid deformation corrected flight tracks using the MI criterion and a non parametric displacement vector field in a pixel-based iterative approach.

2.5.3. Case study: registration and mosaicking of aerial remote sensing images

The mosaicking of Earth Observation (EO) images is the task of combining several images into an image mosaic which covers a large area and therefore can be used for mapping, land use classification, and change detection [WEH 98] [LEP 07] [TUO 04]. Although image mosaicking is a well known task for satellite imagery, where subpixel registration accuracy can be easily achieved, the case of airborne hyper-spectral pushbroom imaging systems is still very challenging due to (i) atmospheric turbulence with effects on the external orientation of the camera; (ii) variations of the terrain height; (iii) variations in the spectral radiance for same targets under different viewing conditions [SCH 02] [RIC 02] [PAL 03]. Traditionally, the mosaicking of raw images acquired by airborne pushbroom imagers (CASI, AISA, or AVIRIS for instance) is performed only once the georeferencing step is done for every image to be included in the mosaic. Georeferencing is the way of providing accurate coordinates in a given geodetic or map coordinate system to pixels of remotely sensed images. In the case of airborne pushbroom imagers there are two ways of performing the georeferencing: the first one is based on the use of a set of co-located control points in the source and the target images, from which an adequate interpolation procedure is used to georectify the raw distorted image [MCG 98]. The second one which is now commonly used is called direct georeferencing [HAA 00]. It requires a set of ancillary data related to the exterior orientation of the pushbroom imager and collected jointly with the raw image. These data are then mixed up in a post-acquisition processing to produce the georectified/georeferenced image. The set of ancillary data is acquired by
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a GPS/INS (inertial navigation system) and provides the position (typically in Latitude/Longitude), the height above the reference ellipsoid (typically WGS84) and the attitude parameters (in roll, pitch and yaw) of the aircraft for each scan line of the raw image. However, this dataset is generally not sufficient to provide accurate positioning in the geocorrected image, and it is necessary to use a digital elevation model (DEM) in order to achieve sufficient accuracy (typically sub-pixel to few pixels RMS error), especially for wide angle cameras.

The automated registration of a raw image acquired by an airborne spectrographic imager onto a reference image requires accurate modeling of the deformation processes which are involved. Let us define $\Omega = \Omega_i \times \Omega_j$ as the set of coordinates of a raw image. $\Omega_i = \{1, \ldots, N\}$ is the set of across-track coordinates, and $\Omega_j = \{1, \ldots, M\}$ is the set of along-track coordinates. From classical photogrammetry [WOL 74], the ground coordinates $(x_{ij}, y_{ij})$ of a pixel with coordinates $(i, j)$ in the raw image are given by:

$$
\begin{bmatrix}
  x_{ij} \\
  y_{ij}
\end{bmatrix} = \begin{bmatrix}
  \cos \theta_j & -\sin \theta_j \\
  \sin \theta_j & \cos \theta_j
\end{bmatrix} \begin{bmatrix}
  X'_{ij} \\
  Y'_{ij}
\end{bmatrix} + \begin{bmatrix}
  X_j \\
  Y_j
\end{bmatrix} ,
$$

(2.30)

with $\theta_j$ the instantaneous aircraft heading and $(X'_j, Y'_j)$ the relative unreferenced and unoriented ground pixel coordinates

$$
\begin{bmatrix}
  X'_{ij} \\
  Y'_{ij}
\end{bmatrix} = \begin{bmatrix}
  (z_{ij} - Z_j) \frac{r_{12,j} c_i - r_{13,j}}{r_{32,j} c_i - r_{33,j}} \\
  (z_{ij} - Z_j) \frac{r_{22,j} c_i - r_{23,j}}{r_{32,j} c_i - r_{33,j}}
\end{bmatrix},
$$

(2.31)

with $z = \{(z_{ij})\}_{i \in \Omega_i, j \in \Omega_j}$ the topographic height of the imaged scene; $[XYZ]^T = [(X_j); (Y_j); (Z_j)]_{j \in \Omega_j}$ are the locations of the sensor in an arbitrary coordinate system (for instance, $X$ is the position in Easting, $Y$ is the position in Northing, and $Z$ is the height above the ground level); $c_i$ is the ratio of the length between the $i$th pixel and the principal point in the image plane, and the focal length of the camera; $c_i = \tan\left(\frac{F OV}{2}\right)^2 \frac{2 i - 1}{N}$ where $i_0$ is the index of the pixel located at the principal point in the image plane and $F OV$ is the field of view of the pushbroom sensor; the coefficients $r_{k.l,j}$ are given by the 3-D rotation matrix for each scan line $j$:
\[
\begin{bmatrix}
    r_{11,j} & r_{12,j} & r_{13,j} \\
    r_{21,j} & r_{22,j} & r_{23,j} \\
    r_{31,j} & r_{32,j} & r_{33,j}
\end{bmatrix}
= 
\begin{bmatrix}
    1 & 0 & 0 \\
    0 & \cos \omega_j & -\sin \omega_j \\
    0 & \sin \omega_j & \cos \omega_j
\end{bmatrix}.
\]
\[
\begin{bmatrix}
    \cos \phi_j & 0 & \sin \phi_j \\
    0 & 1 & 0 \\
    -\sin \phi_j & 0 & \cos \phi_j
\end{bmatrix},
\begin{bmatrix}
    \cos \kappa_j & \sin \kappa_j & 0 \\
    -\sin \kappa_j & \cos \kappa_j & 0 \\
    0 & 0 & 1
\end{bmatrix},
\]

where \( \omega_j, \phi_j \) and \( \kappa_j \) are the instantaneous absolute values of respectively the roll, pitch and yaw angles of the aircraft which define the external orientation of the camera.

Summarizing, the georeferencing of every pixel in a raw (deformed) image is possible as soon as the whole deformation process \( T_{X,Y,Z,\omega,\phi,\kappa} \) is known. The ancillary data is assumed accurate, but the DEM (or equivalently \( z \)) is assumed not available or inaccurate on the area where two or more flight tracks are to be mosaicked. Note that the \( z \) data is in fact an interpolation of the georeferenced DEM with respect to the current deformation process.

Let us define \( T_1 \) and \( T_2 \) as the deformations undergone by the (unknown) target scene during two adjacent flight tracks. These deformations produce the roughly parallel raw images \( I_1 \) and \( I_2 \), respectively. Optimizing the MI criterion with respect to the DEM can be performed by using a variational approach, approximating elevation variations by filtered weighted gradients of the current image \( I_c(z_1) = I_2 \circ T_2 \circ T_1^{-1} \). Hence the gradient flow writes, with the notations above :

\[
\begin{cases}
    (z_1)_t = - \left[ \frac{1}{\mu(\Omega)} \left[ \psi \ast \frac{\partial L_{z_1}}{\partial v} \right] (I_1, I_c(z_1)) \nabla_i I_c(z_1) \right] * g \\
    z_{1_0} = z_{1_0}
\end{cases}
\]

where (from [HER 02]) :

\[
\frac{\partial L_{z_1}}{\partial v} = \frac{1}{f_{I_1,I_c,z_1}(u,v)} \frac{\partial f_{I_1,I_c(z_1)}(u,v)}{\partial v} - \frac{1}{f_{I_c,z_1}(v)} \frac{\partial f_{I_c,z_1}(v)}{\partial v},
\]

\( \psi \) is the kernel used to estimate the joint pdf \( f_{I_1,I_c(z_1)} \), and \( g \) is the impulse response of a 2-D low-pass filter used to regularize the solution. The initial \( z_{1_0} \) can be chosen as
either a constant or an interpolation of an approximate DEM when available. Note that the gradient used is relative to the coordinate index \( i \), because the difference between \( I_1 \) and \( I_c \), which is induced by inaccurate elevation data is prominent in the across-track direction.

Fig. 2.9 depicts a system which was implemented for the fully automated co-registration of two adjacent flight tracks in [CAR 08b]. This system is divided into processing blocks. The NAV block computes ground map coordinates \((x, y)\) from the ancillary and DEM data using Eqs. 2.30-2.32 for both images. The GeoRef block performs the georeferencing of raw images, i.e. drapes these into the chosen coordinate system. The Interpol block interpolates a georeferenced image with a given set of map coordinates and is in fact the reverse of the GeoRef function. Finally, the Mutual Info block computes the variations of \( z_1 \) from Eqs. 2.33-2.34 which are then integrated and added to the initial DEM to provide the current estimate. Typically less than a hundred iterations of this system are sufficient to achieve convergence.

The mosaicking of overlapping remote sensing images is performed by selecting at each pixel location the radiance value(s) from one of the two registered images. This simple scheme avoids the mixing of data which can severely alter the expected mosaic. However, due to physical effects, the alignment of intensity values at registered pixel sites in a given spectral band is highly unlikely, but generally follows a linear function with a high correlation coefficient. A procedure then computes the mean slope
between individual pixel radiances belonging to adjacent images, and this slope is applied to normalize intensity values of one image with respect to the other. Fig. 2.10 shows a detail of a resulting mosaic of six parallel flight tracks acquired in July 2007 over a coastal zone located in Lanros, Brittany, France, with the airborne hyperspectral AISA Eagle sensor in multispectral mode (48 tuned bands). These images are part of a dataset acquired for coastal zone mapping on behalf of the CEVA (Centre d’Etude et de Valorisation des Algues, Pleubian, Brittany, France). The scan line is approximately 1000 pixels wide, and the nominal ground pixel size is 1 meter × 1 meter. The true elevation data lies the range [0 – 30] meters. The DEM data was iteratively constructed by adding contributions of DEM corrections from track to track: the DEM estimate of one track was used as the initial condition for the registration of one other adjacent track, and the system is initialized using a zero DEM. The final planimetric RMS error computed from 100 control points on overlapping images is approximately 3 meters. The altimetric RMS error between the DEM estimate and the reference DEM provided by the Shuttle Radar Topographic Mission (SRTM, http://srtm.usgs.gov) on a coarser grid (90 meters) is below 10 meters.

2.6. New trends in image registration

Historically, the research in image registration has faced a real and deep theoretical break at the end of the 1990’s with the development of approaches allowing multimodality, multitemporality, and numerous geometric conditions and constraints. As previously mentioned, new advances in complex image registration problems were mostly driven by growing needs in medical imaging. This experience has been transferred with success and very rapidly to other application fields, the most important of which is probably remote sensing.

Recent research and future challenges in image registration include several aspects. From a general point of view, the only promising way to even more accurately register images is definitely to model the image acquisition process as close as possible to reality. Though complex and computationally demanding, such modeling effort is mandatory due to the increasing performance of affordable image acquisition systems (like built-in GPS/INS digital cameras) and the huge amount of data they can produce. This effort is quite well understood particularly by the remote sensing community which now can try to solve registration problems that could not be solved years ago without any human intervention. One such problem is the accurate estimation of the digital surface model (DSM) from high resolution stereo image pairs.

Another technical aspect relies in the possibility to mix up feature-based and the best of pixel-based approaches into a single statistical framework. After the works of Butz et al. [BUT 01] who have applied the MI criterion to spatial features like edges, several authors have proposed to extend the MI criterion to multidimensional feature vectors [HOL 04] [GAN 05]. However, the notion of MI for more than two random
Figure 2.10. Automated mosaicking of six adjacent flight tracks. Top: mosaic without DEM estimation; bottom: mosaic with DEM estimation.
variables is not unique [JAK 04] and, depending on the definition chosen, cannot be used easily to derive a similarity criterion in a high dimensional feature space.

Finally, probably the most exciting research direction concerns the development of registration approaches which can mix up not only image data, but also several types of data, including qualitative variables. In the field of remote sensing, with the growing production of georeferenced data for widespread applications (transportation, administration, business, geostatistics, leisure), the registration and fusion of several data types in geographic information systems is now crucial [Le 06]. For instance, recent developments consider the joint registration of remote sensing images, technical drawings, and maps [FAN 08]. Our belief is that information theoretic tools still have an important role to play in the future for multivariate, multitemporal and multimodal image registration and fusion.
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Fusion of SAR and optical observation

3.1. Introduction and context

There are nowadays many remote sensing sensors: optical (by this we essentially mean the panchromatic image), multi or hyper-spectral sensors, SAR (Synthetic Aperture Radar), LIDAR,... They have all their own specificities and are adapted to different applications (land-use, urban planning, ground movement monitoring, Digital Elevation Model computation, etc.). But why using jointly SAR and optical sensors? There are two main reasons: first, they hopefully provide complementary information; secondly, SAR data only may be available in some crisis situations, but previously acquired optical data may help their interpretation.

The first point needs clarification. For human interpreters, optical images are usually really easier to interpret (see figures 3.1 and 3.2). Nevertheless, SAR data bring lots of information which are not available in optical data. For instance, the localization of urban areas is more easily seen on the SAR image (first row of figure 3.1). Beyond that, further information can be extracted if different combinations of polarization are used [CLO 97]. SAR is highly sensitive to geometrical configurations and can highlight objects appearing with a low contrast on the optical data, like flooded areas [CAL 96] or man-made objects in urban areas. Besides, polarimetric data have a high capability to discriminate phenological stages of plants like rice [ASC 96]. However, the speckle phenomenon strongly affects such signals, leading to imprecise object borders, which calls for a combination with optical data. The characteristics of optical and SAR data will be detailed and compared in the following section.

Chapitre rédigé par F. TUPIN.
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Figure 3.1. Coarse resolution. Example of optical (SPOT, on the left) and SAR (ERS-1, on the right) images of the city of Aix-en-Provence (France). Resolution is approximately 10 meters for both sensors.

Figure 3.2. Very high resolution (VHR). Example of optical (IGN, on the left) and SAR (RAMSES, S-band in the middle and X-band on the right) images of a building. Resolution is below one-meter. The speckle noise present on the SAR images strongly affects the pixel radiometries, and the geometrical distortions lead to a difficult interpretation of the building.

The second point is related to the all weather - all time capacity of SAR sensors. Whereas many problems can be more easily solved with optical data, the availability of such images is not guaranteed. Indeed, they can be strongly affected by atmospheric conditions and in many rainy or humid areas, useful optical images are not always available due to the cloud cover. However, in emergency situations like natural disasters (earthquake, tsunami,...), the fast access to the data is a crucial point [WAN 05]. In such cases, additional information from optical data can drastically advance SAR data processing, even if it is acquired at different dates and with different resolutions. Indeed, object boundaries and area delimitations are usually stable in the landscape and can be introduced in the SAR processing.
Nevertheless, optical and SAR fusion is not an easy task. The first step of such fusion is registration. Due to the very different appearance of the objects in both sensors, dedicated methods have been developed. This problem is studied in subsection 3.3. In the following section (3.4), some recent methods for joint classification of optical and SAR data are presented. In section 3.5, we deal with the introduction of optical information in the SAR processing. It is not “fusion” in the classical sense of the word, since both data are not considered at the same level. The application is 3D reconstruction in urban areas with high resolution data. Two different approaches based on a Markovian framework are described.

3.2. Comparison of optical and SAR sensors

SAR and optical sensors differ by essentially three points:

– both sensors are sensitive to very different features: SAR backscattering strongly depends on the roughness of the object compared to the wavelength, the electromagnetic properties, the humidity,..., whereas the optical signal is influenced by the reflectance properties;

– the “noise” is very different (additive for optical images and multiplicative for SAR ones) leading to different models for the radiometric distributions;

– the geometrical distortions caused by the acquisition systems are different, and the distance sampling of SAR sensors is very particular.

These points are enlarged when dealing with high resolution (HR) images (figure 3.2).

3.2.1. Statistics

Most of the optical images have some residual noise which can be well modeled by an additive white gaussian noise of zero mean. It is not at all the case for SAR signal. The interferences of the different waves reflected inside the resolution cell lead to the so-called “speckle” phenomenon strongly disturbing the SAR signal. It can be modeled as a multiplicative noise [GOO 76] following a Gamma distribution for intensity images and a Nakagami one for amplitude data. The Nakagami distribution has the following form (figure 3.3):

\[ p_A(u|L, \mu) = \frac{2}{\mu} \frac{\sqrt{L}}{\Gamma(L)} \left( \frac{\sqrt{L}u}{\mu} \right)^{2L-1} \left( e^{-\frac{\sqrt{Lu}}{\mu}} \right)^2, u \geq 0 \] (3.1)

with \( \mu = \sqrt{R} \) where \( R \) is proportional to the backscattering coefficient of the imaged pixel, and \( L \) is the number of looks (number of averaged samples to reduce the speckle effect). In case of textured areas like urban or vegetated ones, Fisher distributions are very appropriate models [TIS 04]. The shapes of such distributions with 3 parameters are illustrated in figure 3.3.
3.2.2. Geometrical distortions

Due to the principle of the SAR acquisition system, the scene is distance sampled, which means that two points at the same distance from the sensors will be imaged in the same pixel. Besides, the higher an object is, the sooner it will appear in the image (see figure 3.2 and 3.4). The distance sampling leads to two effects. The first one is the lay-overs. It corresponds to areas where different signals are mixed since they are located at the same distance. The second one is the shadow areas, where no information is available due to the presence of obstacle on the electromagnetic wave path.
3.3. SAR and optical data registration

The first step before fusion is usually the registration step allowing to obtain the data in the same reference space. Two main situations can be distinguished: in the first one, the sensor parameters are well known and the projection equations can be used; in the second one, they are not available and polynomial deformations are usually computed.

3.3.1. Knowledge of the sensor parameters

In this section we recall the geometrical equations of image formation for SAR and optical sensors. Let us also mention that the new products delivered by space agencies are more and more geo-coded, allowing a direct correspondence between the data but strongly relying on the used Digital Terrain Model and influenced by the interpolation function.

Transformation functions are used to project points from optical to SAR data and vice versa. They are based on the computation of the 3D coordinates of the point and on the knowledge of the sensor acquisition system parameters.

The principle of the SAR system is based on the emission of electromagnetic waves which are then backscattered by the elements lying on the ground. For a given time \( t \) of acquisition, the imaged points lie in the intersection of a sphere of range \( R = ct \) and a cone related to the depointing of the antenna. More precisely, let us denote by \( S \) the sensor position, by \( \vec{V} \) the speed of the sensor, and by \( \theta_D \) the Doppler angle which is related to the Doppler frequency \( f_D \) and the speed by \( \cos(\theta) = \frac{\lambda f_D}{2|\vec{V}|} \), the SAR equations are then given by \([7]\):

\[
SM^2 = R^2 \\
R \sin(\theta_D) V = S \vec{M} \cdot \vec{V}
\]

Knowing the line \( i \) and column \( j \) of a pixel and making a height hypothesis \( h \), the 3D coordinates of the corresponding point \( M \) are recovered using the previous equations. \( R \) is given by the column number \( j \), the resolution step \( \delta R \), and the Nadir range \( R_o \), by \( R = j \times \delta R + R_o \). Thus the 3D point \( M \) is the intersection of a sphere with radius \( R \), the Doppler cone of angle \( \theta_D \) and a plane with altitude \( h \). The coordinates are given as solutions of a system with 3 equations and 2 unknowns (since the height must be given).

Inversely, knowing the 3D point \( M \) allows to recover the \((i, j)\) pixel image coordinates, by computing the sensor position for the corresponding Doppler angle (which
provides the line number) and then deducing the sensor-point distance, which permits to define the column number, since \( j = \frac{R - R_0}{\delta R} \).

The geometrical model for optical image acquisition (in case of a pine-hole camera) is completely different and is based on the optical center. Each point of the image is obtained by the intersection of the image plan and the line joining the 3D point \( M \) and the optical center \( C \). The collinear equations between the image coordinates \((x_m, y_m)\) and the 3D point \( (X_M, Y_M, Z_M) \) are given by:

\[
\begin{align*}
    x_m &= \frac{a_{11}X_M + a_{12}Y_M + a_{13}Z_M + a_{14}}{a_{31}X_M + a_{32}Y_M + a_{33}Z_M + a_{34}} \\
    y_m &= \frac{a_{21}X_M + a_{22}Y_M + a_{23}Z_M + a_{24}}{a_{31}X_M + a_{32}Y_M + a_{33}Z_M + a_{34}}
\end{align*}
\]

where the \( a_{ij} \) coefficients include internal and external parameters. Once again, a height hypothesis is necessary to obtain \( M \) from an image point \((x_m, y_m)\). Figure 3.5 illustrates the two different acquisition systems.

![Figure 3.5. Illustration of the two different acquisition systems. A point of the SAR image is projected in the optical image for different heights.](./RegistrationFusion/tupin/figs/radar-optique.eps)

### 3.3.2. Automatic registration

The previous equations can only be used with a good knowledge of the sensor parameters. Many works have been dedicated to automatic registering of SAR and optical data with polynomial approaches [DAR 00] [MOI 03]. Most of them proceed in two steps: first some similarity measure between the two sensors is defined to
obtain a set of matching points; then some optimization algorithm is used to compute
the best parameters of the transformation.

The definition of similarity measures is not an easy task since we have seen in
section 3.2 the appearance of objects is very different in the two sensors. In the context
of similarity measure based methods, two main approaches have been developed:

– feature-based approaches which rely on the extraction of edges or lines in both
sensors [DAR 00][ING 01][LEH 08];

– signal-based approaches which rely on the computation of a radiometric simila-
rity measure on local windows.

Concerning the feature-based approaches, one of the main problems is that the fea-
tures are not always similar in both sensors. For instance for VHR images, the corner
between the wall and the ground of a building usually appear as a very bright line in
the SAR data (see for instance figure 3.2). On the other hand, it corresponds to an edge
in the optical image.

Concerning the radiometric similarity measures, different studies have been dedi-
cated to the problem. In [ING 04] [SHA 07], some of them are analyzed and compa-
red. One of the best criteria is the mutual entropy between the two signals.

3.4. Fusion of SAR and optical data for classification

Since the beginning of SAR imagery, there have been works dedicated to the pro-
blem of fusion with other sensors [AL. 96]. Some of them are dedicated to the ex-
traction of some specific objects (like oil tanks [WAN 04] or buildings [TUP 03]), but
the role of the SAR sensor is essentially to define region of interest or initialize the
object search. In the classification framework, many different approaches have been
investigated [CHE 08]. Different kinds of data can be used with SAR sensors: multi-
temporal series, polarimetric data, multi-frequencies data, interferometric (phase and
coherence) images, depending on the application framework.

One family of methods is given by Maximum Likelihood based approaches (and ex-
tensions) where the signals from the different sensors are concatenated in one vector.
In this case, the main difficulty relies on establishing a good model for the multisource
data distribution. In [LOM 03] a multivariate lognormal distribution seems to be an
appropriate candidate, but multivariate gaussian distributions have also been used by
other authors. More sophisticated methods introducing contextual knowledge inside
Markovian framework have been developed [SOL 96]. Other works are based on the
evidential theory of Dempster and Shafer to consider union of classes and represent
both imprecision and uncertainty [HEG 02a] [BEN 02]. This is specially useful when
taking into account the “cloud” class in the optical images [HEG 02b]. Unsupervised approaches based on Isodata classification have also been proposed ([HIL 05] for agricultural types classification with polarimetric multi-band SAR).

Another family is given by neural networks which have been widely used for remote sensing applications [SER 95]. The 2007 data fusion contest on urban mapping using coarse SAR and optical data has been won using such a method with pre- and post-processing steps [PAC 08]. SVM approaches are also widely used for fusion [CAM 08] at the pixel level.

Instead of working at the pixel level, other methods have been developed to combine the sensor information at the decision level. The idea is to use an ensemble of classifiers and then merge them to improve the classification performances. Examples of such approaches can be found in [BRI 02] [WAS 08a] [WAS 08b].

It is not really easy to draw general conclusions concerning the performances of such methods, since the used data are usually different and also is the applicative framework. In the following section we will focus on 3D reconstruction using SAR and optical data.

3.5. Joint use of SAR interferometry and optical data for 3D reconstruction

SAR and optical data can be jointly exploited to derive 3D information. Indeed, using associated points and geometrical equations, it is possible to recover the point elevation (in [TOU 00] with manual interaction and using satellite images, in [TUP 04] with VHR images). In this part, we are interested in a different subject, i.e dealing with 3D SAR information (like interferometric or radargrammetric data) and an optical image of the same area. We have proposed a methodology based on a Markovian framework to merge information from both sensors. In such a situation, the optical data mainly provides the shapes of the building footprints whereas the SAR images provide their elevation. Let us note that the sensor parameters are supposed to be well known, and the optical data is acquired with an almost vertical viewing direction.

3.5.1. Methodology

The main idea of the proposed approach is to combine an over-segmentation of the optical image with 3D SAR features. Then the height of each region is computed using the SAR information and contextual knowledge expressed in a Markovian framework.

The first step is the extraction of 3D SAR information. It can be provided either by interferometric phases of points, or, as in this example, by matching of points in two SAR images (stereo-vision principle called radargrammetry). In [TUP 05], a feature
based approach is proposed. First, point-like and linear features are extracted in the two SAR images and matched. An associated height \( h_t \) is computed for each primitive \( t \) having a good matching score, defining a set \( S^{SAR} \).

Starting from a set of regions computed on the optical data and denoted by \( S \), a graph is defined. Each region corresponds to a node of the graph and the relationship between two regions is given by their adjacency, defining a set \( E \) of edges. The graph \( G \) is then \( G = (S, E) \). For each region \( s \in S \), \( R^{opt}_s \) is the corresponding part of the optical image. To each region \( s \) is associated a set of SAR primitives \( P_s \) such that their projection (or the projection of the middle point for segments) on the optical image belongs to \( R^{opt}_s \) : \( P_s = \{ t \in S^{SAR} / I^{opt}(t, h_t) \in R^{opt}_s \} \) with \( I^{opt}(t, h_t) \) the image of the SAR primitive \( t \) projected in the optical image using the height information \( h_t \). For segment projection, the two end-points are projected and then linked, which is not perfectly exact but is a good approximation.

One of our main assumption is that in urban areas the height surface is composed of planar patches. Because of the lack of information in our radargrammetric context, a model of flat patches (instead of planar or quadratic surfaces [MAI 92]) has been used. However, in the case of interferometric applications for instance, more complicated models could be easily introduced in the proposed framework. The problem of height reconstruction is modeled as the recovery of an height field \( H \) defined on the graph \( G \), given a realization \( y \) of the random observation field \( Y = (Y_s)_{s \in S} \). The observation \( y_s \) is given by the set of heights of \( P_s \) : \( y_s = \{ h_t, t \in P_s \} \). To clearly distinguish between the height field and the observation, we denote by \( y_s(t) \) the height associated to \( t \in P_s \), and therefore \( y_s = \{ y_s(t), t \in P_s \} \). To introduce contextual knowledge, \( H \) is supposed to be a Markov random field for the neighborhood defined by region adjacency. Although Markov random fields in image processing are mostly used on the pixel graph [GEM 84], they have also proved to be powerful models for feature based graph (region adjacency graph [MOD 92], characteristic point graph [REL 00], segment graph [TUP 98]). The searched realization \( h \) of \( H \) is defined to maximize the posterior probability \( P(H|Y) \). Using the Bayes rule : \( P(H|Y) = \frac{P(Y|H)P(H)}{P(Y)} \). If some independence assumptions are made (the observation for a region only depends on the true height of this region), the probability \( P(Y|H) \) becomes :

\[
P(Y|H) = \Pi_s P(Y_s|H_s) = \exp\left( -\sum_s \log(P(Y_s|H_s)) \right) = \exp\left( -\mathcal{U}(y|h) \right)
\]

As far as the prior \( P(H) \) is concerned, we propose to use a Markovian model. Indeed, a local knowledge around a region is usually sufficient to predict its height. Therefore, \( H \) is supposed to be a Markov random field for the neighborhood defined by the adjacency relationship. This means that \( P(H) \) is a Gibbs distribution and is written :

\[
P(H) \propto \exp(-\mathcal{U}(h) = \exp(-\sum_{c \in C} V_c(h_s, s \in c))
\]
with $C$ the set of cliques of the graph. Using both results for $P(Y|H)$ and $P(H)$, the posterior field is also Markovian [GEM 84]. $\hat{h}$ minimizes an energy $U(h, y) = U(y|h) + U(h)$ composed of 2 terms: a likelihood term $U(y|h)$ and a prior term of regularization $U(h)$.

Since the $(R_{opt}^s)_{s \in S}$ form a partition of the optical image, each SAR primitive belongs to a unique optical region. But many primitives can belong to the same region, and possibly with different heights. Due to the independence assumption of the regions, the likelihood term is written $U(y|h) = \sum_s U_s(y_s, h_s)$. Another assumption is made about the independence of the SAR primitives conditionally to the region height $h_s$, which implies: $U_s(y_s, h_s) = \sum_{t \in P_s} u_s(y_s(t), h_s)$. Without real knowledge about the distribution of the SAR height primitive conditionally to $h_s$, a Gaussian distribution could be used, which leads to a quadratic energy. To take into account possible outliers in the height hypotheses, a truncated quadratic expression is chosen:

$$U_s(y_s, h_s) = \sum_{t \in P_s} \min[(h_s - y_s(t))^2, c]$$

This energy is zero if no SAR primitive belongs to the optical region.

The searched solution is constituted of objects (buildings) on a rather smooth ground. Besides, inside a building, the different parts should have a rather similar height. This knowledge is introduced in the definition of the clique potential of the graph. Only order 2 cliques are considered (the other clique potentials are set to zero). Two constraints are introduced in the potential definition. The first one is that the height field is naturally discontinuous. Although the height is regular inside a building or part of it, there are strong discontinuities between buildings and ground. Due to the height discontinuities, an implicit edge process is introduced. Different functions preserving discontinuities could have been used but once again a truncated quadratic function has been used.

The second constraint is related to the radiometry of the optical image. We would like to take into account the fact that a contrasted edge between two regions often implies a height discontinuity. Therefore, a weighting coefficient $\gamma_{st}$ is associated to the graph edges $st$. This coefficient tends to 0 when the interaction between the two adjacent regions should be suppressed and 1 otherwise. The following prior energy is eventually used: $U(h) = \beta \sum_{(s,t)} \gamma_{st} \min[(h_s - h_t)^2, k]$.

This energy favours configurations where adjacent regions have close heights, except if $\gamma_{st}$ is small (edge presence between the 2 regions). If the the two heights are different, the penalty is limited to $k$, thus preserving the discontinuities naturally present in the image. The global energy is optimized using an Iterated Conditionnal Mode algorithm (ICM) [BES 86] with an initialization done by minimizing the likelihood term for each region.
The figure 3.7 shows some results obtained using the proposed methodology with the data of figure 3.6.

Figure 3.6. Original optical image ©IGN and original SAR image ©DGA

Figure 3.7. Perspective views of the result (radargrammetric framework); on the right with superimposition of the optical image.

3.5.2. Extension to the pixel-level

In some recent work [DEN 08a], we have investigated a different approach working on the pixel level and more adapted to the interferometric case. In it the height
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field is defined on the pixel graph and the regularization term is based on the minimization of the Total Variation. The idea is to introduce the discontinuities which are present on the optical image to weight the regularization potential. This way, the shapes of the objects on the optical image are introduced. Besides a new fast approximate optimization algorithm [DEN 08b] is used.

3.6. Conclusion

In spite of the improvement of sensor resolution, fusion of SAR and optical data remains a difficult problem. The interest on the subject has further increased with the launch of a new generation of sensors (TerraSAR-X, CosmoSkyMed, Pleiades). Although low level tools can help the interpretation process, to take the best of both sensors, high level methods have to be developed working at the object level, specially in urban areas. Indeed, the interactions of the scattering mechanisms and the geometrical distortions require a full understanding of the local structures and approaches based on hypothesis testing and fed by SAR signal simulation tools could provide interesting answers.


Fusion of SAR and optical observation


Chapitre 4

Fusion of Satellite Images at Different Resolutions

4.1. Introduction

The advent of modern satellites has resulted in creation of passive sensors capable of capturing better spectral and spatial resolution than before. However, the images obtained, have either good spectral or spatial resolution. Spectral resolution, refers to the range of wavelengths captured by a sensor. A high spectral resolution indicates that the sensors can capture small intervals of the total wavelength range, thus dividing the total captured wavelength into smaller intervals. These images are referred to as Multispectral images (MS) or Hyperspectral images (HS) depending upon the spectral range of the sensor and the number of images provided by the sensor. Generally, the MS images divide the spectral range into four bands which are generally referred to as the Red, Green, Blue and Near-InfraRed (NIR) bands, whereas the HS images divide the spectral range into hundreds of bands, each capturing a very small spectral range. High spatial resolution indicates that the sensor provides sharp and detailed image, usually called a Panchromatic (Pan) image. The Pan image has high spatial resolution but no spectral diversity as compared to the MS image. However, it should be indicated here that high and low resolution are relative terms, i.e. generally the MS images have a higher spatial resolution than the HS images while a Pan image has a higher spatial resolution than the MS images. If the same object is seen in the two types of images, the Pan image with its higher spatial resolution presents the visual details of objects more accurately as compared to the MS images. Also, the human eye can see finer details in high spatial resolution. Hence Pan images are useful in applications.
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requiring human interpretation or supervised classification. Other important applications of remotely sensed images are unsupervised classification, object detection and object tracking. A high spectral resolution better serves applications not requiring human interpretation. Since, the satellites provide either one of the two, i.e. high spectral or spatial resolution. An interesting problem in remote sensing image processing revolves around developing images with both high spectral and spatial resolution and finding the quality of the developed image. The process of obtaining images with both high spectral and spatial resolution is either called “Fusion” or “Pansharpening”.

The problem of Pansharpening has been studied for approximately three decades. However, the improving resolution of satellite sensors meant that with change of resolution the developed methods had to be changed. Methods which worked well at 30 m resolution may not necessarily work at 1m resolution. The literature on the subject is both rich and diverse. Hence, presenting a complete summary of the pansharpening methods is not easy. Also, due to different nature of the fusion algorithms, presenting a classification of the existing pansharpening methods, which is generally accepted by all the researchers is difficult. In this chapter different pansharpening algorithms are discussed based upon two criteria, i.e. (i)Detail extraction method used and (ii) Detail injection model used.

Another non-trivial problem associated with pansharpening is the quality assessment of fused images. The goal of pansharpening algorithms is to obtain a MS image which has high spatial quality, at the same scale as the Pan image, while retaining its spectral characteristics. In other words, it is now accepted in the pansharpening community that the goal of pansharpening is to obtain MS images which would have been captured if the sensor could have captured MS image at the same spatial resolution as the Pan image. Hence, for quality assessment we would like to compare our pansharpened image with the high resolution MS image. The problem is that if we had a high resolution MS image then there would be no need to construct one using pansharpening. Hence, the solution to assess the quality of fusion methods is to work at reduced resolution. However, recently quality assessment methods have been proposed which do not require a high resolution MS image as reference. Please note, that the term high resolution refers to high spatial resolution and it is assumed that the MS image is comprised of four bands namely Red, Green, Blue and NIR.

For presenting each aspect of pansharpening separately this chapter is divided into three parts. The first part presents the frequently used pansharpening model. The second part presents a classification of existing pansharpening methods, while the third part presents the different quality assessment methods.

4.2. Fusion

Pansharpening or Fusion as introduced earlier concerns improving the spatial resolution of the MS images using a high spatial resolution Pan image. The process
of fusion was defined by Lucien Wald in [WAL 02] as: “Data Fusion is a formal framework in which are expressed the means and tools for the alliance of data originating from different sources”. The definition proposed by Wald covers a broad range of fusion methods including pansharpening. A more restricted and more oriented definition of pansharpening was presented by Pohl in [POH 98] “Image fusion is the combination of two or more different images to form a new image by using a certain algorithm”. Hence, we can define pansharpening as “The process of extraction of spatial details from a high spatial resolution image and addition of these details into a low resolution image, using a detail injection model, with the goal of producing an image which should have been captured by the sensor if it had the high spatial resolution”. The proposed definition incorporates the fact that the goal of the whole process is not to produce a MS image which is visually pleasant to the human eye but to create an image which would have been captured by the same sensor having better spatial characteristics. The fusion process is presented in Fig. 4.1.

Pansharpening can be simply defined as a process consisting of three main steps:

1) Co-registration of MS images to the Pan image
2) Extraction of spatial details from the Pan image
3) Addition of spatial details into the MS images

Before going into the details of different fusion methods it should be indicated that the pansharpening process being discussed in this chapter concerns only MS and Pan images from satellites. It is assumed that the images are already co-registered and obtained simultaneously (no temporal delay). Hence, the fusion process is reduced to only steps 2 and 3. These steps form the heart and soul of the pansharpening process. Based on the above mentioned steps we discuss a data fusion model. Most of the existing fusion methods make use of this pansharpening model to define and perform pansharpening.

4.2.1. Pansharpening Model

The pansharpening model proposes that the fused MS images can be obtained by adding the details, extracted from the high resolution Pan image, into upscaled MS images using a weight product. This is represented mathematically as:

\[
\hat{M} = \tilde{M} + \alpha \ast \tilde{P}
\]

(4.1)

For future reference \(\hat{M}\) represents the pansharpened MS image, \(\tilde{M}\) represents the upscaled MS image, \(\tilde{P}\) represents the spatial details extracted from the Pan image and \(\alpha\) controls the amount of details that are added to the upscaled MS image. Now the question arises why not add all the details extracted from the Pan image into the MS image? The reason for not adding all the Pan details, with weight \(\alpha = 1\), is that the
relationship between the details of the Pan image and the details of the MS images is non-linear. This occurs because different sensors are used for capturing the MS and Pan images and hence they have different optical responses. The satellite manufacturers do not provide the exact frequency response of the sensors but only the gain at Nyquist cutoff frequency. Using this value, an approximate modulation transfer function curve of the sensor response can be created. These responses are shown in Fig. 4.2 for Quickbird and simulated Pléiades satellites sensors. The frequency response for the Pléiades sensor is represented by the SMF (Starck and Murtagh Filter) frequency response. The Quickbird MS frequency responses are represented by Blue, Green, Red & Pink curves. Although not given in Fig. 4.2, the frequency response of the Pan sensor results in a Pan image which is more blurred as compared to a MS image at a given resolution. However, the Pan images provided by the satellite operators are post-processed, inverse filtered, before they are provided to the end-user. Hence, the Pan image provided is sharper than the image captured by the satellite. The resultant frequency response function for an inverse filtered panchromatic image can be represented by an approximately ideal low pass filter, which is presented as the black curve in Fig. 4.2.

The process of upscaling the MS images is also important. Comparing between zero order interpolation or pixel duplication and bicubic interpolation, it has been observed that zero order interpolation forms un-natural sharp edges in the upscaled
4.3. Fusion of Panchromatic and Multispectral Images

Most of the pansharpening methods make use of the pansharpening model discussed in Sect. 4.2.1. This model is preferred because it has been proven time and again that fusion methods using this model provide sufficiently accurate results. A comparison of fusion methods using different fusion models is not available on the same data. However, the fact that all of the methods presented in the recently conducted GRS-S 2006 IEEE Data Fusion Contest [ALP 07] used the presented pansharpening model, suggests that the pansharpening model is sufficient if not better than other complex fusion model while being computationally less expensive. Although the model used is similar, the literature on how to use this model is very rich. This diversity of different fusion methods makes it necessary to classify them. This classification helps in better understanding of the fusion process. A formal fusion method classification, which is agreed upon by the community, does not exist. The diversity makes it difficult to come up with a unanimously accepted classification. However the following classification of methods is generally accepted among the community.

1) Component Substitution (CS) based methods
2) Multiresolution Analysis (MRA) based methods
3) Hybrid methods
Making use of the above presented classification and the pansharpening model, different pansharpening methods are presented and discussed below.

4.3.1. Component Substitution Methods

All fusion methods which do not make use of a filtering process to extract the high frequency details from the Pan image fall in the category of component substitution methods. The principle idea is to add the details of the Pan image into the MS images making use of some transformation. Intensity-Hue-Saturation (IHS) based fusion methods, Brovey transform based fusion, PCA based fusion, all fall in the category of CS or Component Substitution Methods. We shall discuss each of these methods in more detail below.

4.3.1.1. Brovey Transform

The Brovey Transform is a method based on the chromaticity transform [GIL 87]. The method uses intensity modulation ratio to modulate the spatial details of the Pan image into the MS image [LIU 00]. Mathematically the fusion process can be defined as:

\[ \hat{M} = \hat{M} \ast \frac{P}{I} \]  \hspace{1cm} (4.2)

Where, the upscaled low resolution Intensity image, \( \tilde{I} \), is represented as:

\[ \tilde{I} = \frac{\tilde{B} + \tilde{G} + \tilde{R}}{3} \]  \hspace{1cm} (4.3)

The method in [GIL 87] proposes only how three band MS images can be converted into the intensity image. However, the method could be extended to fusion of satellite images which provide more than three MS bands. Since, the three band Brovey transform method is not efficient compared to the more recent fusion methods no literature is available on how the four band MS images can be converted into intensity component.

Rearranging Equ. 4.2 we get \( \hat{M} = \hat{M} + (\hat{M} \ast \frac{P}{\tilde{I}} - \hat{M}) \)

\[ \hat{M} = \hat{M} + \frac{\hat{M}}{I} (P - \tilde{I}) \]  \hspace{1cm} (4.4)

Referring to the pansharpening model the underlined part of Equ. 4.4 represents \( \alpha \) while the difference of high resolution Pan and the low resolution intensity image represents the Pan details.

The implementation of the method is simple:

1) Upscale the low spatial resolution MS images.
2) Generate the low resolution intensity image using the upscaled MS images using Equ. 4.3.

3) Using the modulation ratio given in Equ. 4.2 obtain each MS band separately.

Since no component is substituted during the pansharpening process this method is not a true CS method. However, the fact that the intensity image is generated from averaging the MS images and no filtering process is performed the Brovey transform can be considered as a CS method.

4.3.1.2. PCA Transform

Principal Component Analysis is a mathematical projection of a given set of images into an orthogonal domain. The orthogonal components obtained by applying PCA are linearly uncorrelated to each other. Also, the total variance of the starting set of images is mapped onto the projected components, so that the first component corresponds to the largest amount of total variance. Further details on application of PCA to images can be obtained from [GON 92].

The implementation of the PCA method as given in [CHA 91] is as follows:

1) Upscale the low spatial resolution MS images.
2) Apply PCA to the upscaled MS images.
3) Perform histogram matching between the first principal component and the high resolution Pan image.
4) Replace the first Principal Component with the histogram matched high resolution Pan image.
5) Apply inverse PCA transform to obtain the high spatial resolution MS images.

The PCA based fusion process is graphically demonstrated in Fig. 4.3.

Proceeding mathematically the PCA transformation can be represented as:

\[
\begin{bmatrix}
C_1 \\
C_2 \\
\vdots \\
C_n
\end{bmatrix} =
\begin{bmatrix}
\tilde{a}_{11} & \tilde{a}_{12} & \cdots & \tilde{a}_{1n} \\
\tilde{a}_{21} & \tilde{a}_{22} & \cdots & \tilde{a}_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{a}_{n1} & \tilde{a}_{n2} & \cdots & \tilde{a}_{nn}
\end{bmatrix}
\begin{bmatrix}
\tilde{M}_1 \\
\tilde{M}_2 \\
\vdots \\
\tilde{M}_n
\end{bmatrix}
\]

(4.5)

Thus the PCA transformation process can be written as \( C = A \tilde{M} \). Where \( C \) represents the principal components, \( A \) is the transformation matrix and \( \tilde{M} \) is the matrix containing the upscaled low resolution MS images. For obtaining the high resolution MS images, replace the first principal component with the high resolution Pan image and perform inverse PCA transformation. The inverse transformation can be written
Figure 4.3. Principal Component Analysis (PCA) based Fusion.

As $\hat{M} = A^{-1}S'$, where $S'$ represents the matrix of principal components in which the first principal component has been replaced by the histogram matched Pan image. The transformation matrix $A$, composed of terms $a_{ij}$, consists of the eigenvectors of the covariance matrix of $\hat{M}$ and its inverse is equal to taking its transpose. The inverse transformation matrix can be written as:

\[
\begin{bmatrix}
\hat{M}_1 \\
\hat{M}_2 \\
\vdots \\
\hat{M}_n
\end{bmatrix} =
\begin{bmatrix}
a_{11} & a_{21} & \ldots & a_{n1} \\
a_{12} & a_{22} & \ldots & a_{n2} \\
\vdots & \vdots & \ddots & \vdots \\
a_{1n} & a_{2n} & \ldots & a_{nn}
\end{bmatrix}
\begin{bmatrix}
P \\
C_2 \\
\vdots \\
C_n
\end{bmatrix}
\] (4.6)

Where, $\hat{M}_1$ can be written as

\[
\hat{M}_1 = a_{11}P + a_{21}C_2 + \ldots + a_{n1}C_n = \sum_{i=1}^{n} a_{i1}C_i
\]

and hence the general equation becomes:

\[
\hat{M}_j = \sum_{i=1}^{n} a_{ij}C_i
\] (4.7)

It is worth noticing that $\hat{M}_1 = a_{11}P + a_{21}C_2 + \ldots + a_{n1}C_n$ helps us in explaining the fusion process. The high frequency part to be added comes from the underlined part of the equation where the complete Pan image is being added into the MS image.
with the weight $a_{11}$. This is the reason why PCA tends to add spectral distortion in the final fused images. Only the weighted high frequency information should be added to the MS images but the PCA fusion process also adds the low frequency information of the Pan image into the fused MS image and hence the method produces sharp yet spectrally distorted fused images. It is generally accepted that before the high resolution Pan image replaces the first principal component it should be histogram matched with the first principal component. This results in an image which is generally less distorted spectrally.

4.3.1.3. **IHS Based Pansharpening**

IHS based pansharpening is among the most popular fusion methods because it is not computationally extensive. However, the IHS methods introduce spectral distortions in the fused images. Over the years the IHS based fusion methods have evolved but still the method suffers from spectral distortions. Starting with the basic IHS model

$$\begin{bmatrix} I \\ H \\ S \end{bmatrix} = \begin{bmatrix} \frac{1}{3} & \frac{1}{3} & \frac{1}{3} \\ \frac{\sqrt{2}}{6} & -\frac{\sqrt{2}}{6} & \frac{\sqrt{2}}{6} \\ \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 \end{bmatrix} \begin{bmatrix} R \\ G \\ B \end{bmatrix}$$

(4.8)

From the RGB images the Intensity, Hue and Saturation images can be obtained using Equ. 4.8. The inverse transformation, i.e. from IHS to RGB can be obtained using:

$$\begin{bmatrix} R \\ G \\ B \end{bmatrix} = \begin{bmatrix} 1 & 1 & 1 \\ \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\ \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 \end{bmatrix} \begin{bmatrix} I \\ H \\ S \end{bmatrix}$$

(4.9)

For preforming pansharpening, replace the R G B images with the upscaled MS images in Equ. 4.8. For obtaining the pansharpened images replace the Intensity image in Equ. 4.9 by the Pan image.

The implementation of the IHS based fusion method can be represented as:

1) Upscale the low spatial resolution MS images.
2) Perform RGB to IHS transformation.
3) Perform histogram matching between the high resolution Pan image and the upscaled low resolution intensity image.
4) Using the histogram matched Pan image perform the inverse PHS to RGB transformation.

The IHS fusion process can be demonstrated graphically as shown in Fig. 4.4.
without histogram matching as:

\[ \hat{R} = P - \frac{\hat{H}}{\sqrt{2}} + \frac{\hat{S}}{\sqrt{2}} \]

Substituting value of Saturation and Hue from Equ. 4.8 we get

\[ \hat{R} = P - \frac{1}{\sqrt{2}} (\sqrt{\frac{2}{3}} (2\hat{B} - \hat{G}) - \hat{R}) + \frac{1}{\sqrt{2}} \left( \frac{1}{\sqrt{2}} (\hat{R} - \hat{G}) \right) \]

Solving and rearranging we get

\[
\begin{bmatrix}
\hat{R} \\
\hat{G} \\
\hat{B}
\end{bmatrix} =
\begin{bmatrix}
\hat{R} \\
\hat{G} \\
\hat{B}
\end{bmatrix} +
\begin{bmatrix}
P - \frac{(\hat{B} + \hat{G} + \hat{R})}{3} \\
P - \frac{(\hat{B} + \hat{G} + \hat{R})}{3} \\
P - \frac{(\hat{B} + \hat{G} + \hat{R})}{3}
\end{bmatrix}
\]

\[(4.10)\]

Comparing with the pansharpening model we conclude that \( \alpha = 1 \) and the panchromatic details are obtained as the difference between the high resolution Pan image and the intensity image formed by \((\hat{B} + \hat{G} + \hat{R})/3\).

It was observed that the low resolution Pan image was introducing spectral distortion in the fused image. This occurred because of the difference in the mean and variance between the upscaled low resolution intensity image and the high resolution Pan images. Performing histogram matching the mean and variance of the high resolution Pan image were made similar to those of the low resolution intensity image. This significantly reduced the spectral distortion appearing in the fused images.

Since the original IHS method exists for only the three RGB bands there was a need to extend the method to incorporate more MS bands, as provided by the modern
satellites Quickbird and IKONOS. The solution was provided by Tu et al. in [TU 04]. For four band MS image, the fused image is obtained by:

\[
\begin{bmatrix}
\tilde{R} \\
\tilde{G} \\
\tilde{B} \\
\tilde{N}
\end{bmatrix} = 
\begin{bmatrix}
\tilde{R} \\
\tilde{G} \\
\tilde{B} \\
\tilde{N}
\end{bmatrix} + 
\begin{bmatrix}
P - \frac{(\tilde{R} + a \ast \tilde{G} + b \ast \tilde{B} + \tilde{N})}{3} \\
P - \frac{(\tilde{R} + a \ast \tilde{G} + b \ast \tilde{B} + \tilde{N})}{3} \\
P - \frac{(\tilde{R} + a \ast \tilde{G} + b \ast \tilde{B} + \tilde{N})}{3} \\
P - \frac{(\tilde{R} + a \ast \tilde{G} + b \ast \tilde{B} + \tilde{N})}{3}
\end{bmatrix}
\]

Comparing with the pansharpening model we conclude that \( \alpha = 1 \) and the panchromatic details are obtained as the difference between the high resolution Pan image and the intensity image formed by \( (\tilde{R} + a \ast \tilde{G} + b \ast \tilde{B} + \tilde{N})/3 \). It should be noted that the authors presented their work for IKONOS sensor for which the Pan image partially covers the spectral response of the Green and Blue bands while totally covering the Red and NIR bands spectral responses. Hence, for other sensors this formula might have to be changed depending upon the spectral response of the Pan and MS sensors.

### 4.3.1.4. Gram Schmidt Based Pansharpening with weighted Pan (GSWP)

The Gram-Schmidt based fusion method can be categorized in both component substitution methods and in filter based hybrid methods. This is because two variations of the method exist, depending upon whether the low resolution Pan image is formed as a weighted sum of the low resolution MS images or by using a low pass filtered Pan image. Here only a brief discussion on the parameters obtained by Gram Schmidt (GS) fusion method is presented, with respect to the pansharpening model. For a detailed discussion on the GS orthogonalization process please refer to [LLO 97].

Assuming that the low resolution Pan image is obtained by averaging of the upscalled low resolution MS image and not by a filtering process, i.e:

\( \tilde{P} = \frac{\tilde{B} + \tilde{G} + \tilde{R} + \tilde{N}}{4} \). A starting matrix can be considered as the vector representation of the low resolution Pan and the low resolution MS images. Let this matrix be a vector \( V \). After the GS transformation the matrix obtained is \( G \). Now matrix \( G \) is related to matrix \( V \) as: \( G = VH \), where \( H \) is a square matrix equal to sum of number of Pan and MS images. The forward transformation returns us \( G \) containing the GS components. Replacing the first GS component with the high resolution Pan image and performing inverse GS transformation, \( M = G' H^{-1} \), would result in the desired high resolution MS images. Mathematically the inverse GS procedure can be defined as:

\[
\begin{bmatrix}
\tilde{H} \\
\tilde{B} \\
\tilde{G} \\
\tilde{R} \\
\tilde{N}
\end{bmatrix} = 
\begin{bmatrix}
1 & 0 & 0 & 0 \\
g_{P1} & 1 & 0 & 0 \\
g_{GP1} & 0 & 1 & 0 \\
g_{RP1} & 0 & 0 & 1 \\
g_{NP1} & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
P \\
GS_1 \\
GS_2 \\
GS_3 \\
GS_4
\end{bmatrix}
\]

(4.12)
Where $g_{bp} = \frac{\sigma(\tilde{B}, \tilde{P})}{\sigma^2(P)}$. We can generalize the terms $g_{bp}, g_{gp}, g_{rp}, g_{np}$ by $g_{mp}$ representing the coefficients for each MS band with the Pan image. As defined in [AIA 07], the GS fusion process can be presented as:

$$\hat{M} = \tilde{M} + \frac{\sigma(\hat{M}, \tilde{P})}{\sigma^2(P)} * (P - \tilde{P})$$

(4.13)

Hence $\alpha = g_{mp}$ for each MS band and the low resolution Pan is a simple average of the upscaled low resolution MS images. $\sigma(\hat{M}, \tilde{P})$ represents covariance between the upscaled low resolution MS band and the upscaled low resolution Pan image and $\sigma^2(\tilde{P})$ represents the variance of the upscaled low resolution Pan image.

4.3.1.5. Genetic Algorithm Based Pansharpening

The use of genetic algorithms for pansharpening was proposed by Garzelli et al. in [GAR 06] & [GAR 07]. For clarity, the genetic algorithm does not perform the fusion process however, it is used to optimize the pansharpening algorithm output. The algorithm proposed in [GAR 07] comprises of two distinct parts, i.e. 1) Generation of a low resolution Pan image by using the coefficients determined by the genetic algorithm multiplied with their respective low resolution MS bands. This is similar to the procedure of calculating regression coefficients to generate a low resolution MS image, but in the proposed method a genetic algorithm is used to calculate the coefficients instead of a regression algorithm. 2) To determine the weight coefficients for the details, that are to be added in each MS band, the genetic algorithm is used to optimize the Q4 quality index.

The mathematical representation of the process as defined in [GAR 06] is:

$$\hat{M} = \tilde{M} + \delta(P - \sum_{k=1}^{N} \gamma_k \cdot \tilde{M}(k))$$

(4.14)

Comparing with the pansharpening model $\alpha = \delta$, there are four values of $\delta$ for details that are to be added to each MS band separately and four values of $\gamma$, one each for the contribution of each MS band in forming the low resolution Pan image. Although not declared in the Data Fusion Contest [ALP 07], but looking at the results of the Data Fusion Contest it is clear that the results obtained by this method were a close third to the AWLP and CBD methods. However, the disadvantage of this method lies in the computation cost. A genetic algorithm is used to calculate the $2N$ coefficients required by the fusion process. For each computation the Q4 index is calculated and the process is repeated till a certain optimization of the Q4 index is reached. The method loses the computation speed that is generally associated with the CS methods. However, since no filtering process is involved the process can be classified as a component substitution method.
4.3.2. Filter (Multiresolution) Based Methods

The second type of fusion methods can be differentiated from the first class based upon the manner in which the details are extracted from the high resolution Pan image. Unlike the first class of methods, in these methods the Pan image is a low pass filtered image and not a weighted combination of the low resolution MS images. Also, no domain transformation is performed on the low resolution data. The methods in this class also employ a multiresolution filtering process. Thus degrading the images further than the low resolution to calculate the necessary detail injection model parameters. Finally, the estimated parameters are used to perform fusion at the desired resolution.

4.3.2.1. SFIM

Similar to the Brovey Transform, Smoothing Filter based Intensity Modulation (SFIM) [LIU 00] is also a method based on the use of intensity modulation ratio to modulate the spatial details of the Pan image into the MS image. Mathematically the fusion process can be defined as:

\[
\hat{M} = \tilde{M} * \frac{P}{I} \tag{4.15}
\]

Where, the Intensity image is obtained by low pass filtering of the high resolution Pan image. In [LIU 00], Liu proposes the use of the following filtering kernel for each high resolution Pan pixel:

\[
\begin{bmatrix}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{bmatrix}
\tag{4.16}
\]

It should be noted that Liu proposed to change the filtering kernel size with respect to the ratio between the low resolution and high resolution images. For example, it is proposed to use the 3x3 kernel, given above, for TM and SPOT fusion where the pixel size of the sensors is 10m and 30 m respectively. For images with a ratio of 4 the kernel size would change to 4x4.

Rewriting the equations for SFIM procedure it can be seen that the mathematical representation for SFIM and Brovey fusion processes is exactly the same. However, the difference lies in the construction of the low resolution Pan image. The process with which the low resolution Pan image is obtained directly effects the details that are extracted from the high resolution Pan image. Thus it becomes important in the context of classification of fusion methods. Hence, SFIM pansharpening process can also be defined as:

\[
\hat{M} = \tilde{M} + \frac{M}{I} * (P - \tilde{I}) \tag{4.17}
\]

which is similar to Equ. 4.4. However, the difference lies in the manner by which the low resolution intensity image \( \tilde{I} \) is obtained.
4.3.2.2. Wavelet Based Fusion

In 1999, Nunez et al. [N’99] proposed a fusion method based on multi-resolution analysis. The authors used wavelets for decomposition of both Pan and MS images into high and low frequency components. Since, the fusion is concerned with the addition of high frequency information from the Pan image into the MS image, they replaced the high frequency component of the decomposed MS images with that of the Pan image. The high resolution MS image was obtained by an inverse wavelet transformation. There are three main variations of the wavelet based fusion proposed by Nunez et al. i) Substitution Wavelet Fusion ii) Additive Wavelet Fusion (AWRGB) iii) Additive Wavelet Fusion (AWL).

**Substitution Wavelet Fusion**

The fusion process is as follows:

1) Upscale the low resolution MS images.
2) Construct a low resolution Pan image, \[ \text{Intensity} = \frac{\tilde{B} + \tilde{G} + \tilde{R}}{3}. \]
3) Perform histogram matching between the intensity image and the high resolution Pan image.
4) Decompose the high resolution Pan image into high and low frequency components, using wavelet decomposition.
5) Decompose the low resolution MS images into high and low frequency components, using wavelet decomposition.
6) Replace the high frequency component of the MS images with the high frequency component of the Pan image.
7) Perform inverse wavelet transformation to obtain the high resolution MS images.

Mathematically the wavelet transformation can be represented as follows:

\[
M = \hat{M} + \sum_{k=1}^{N} \hat{M}_k \tag{4.18}
\]

\[
P = \hat{P} + \sum_{k=1}^{N} \hat{P}_k \tag{4.19}
\]

Finally the fused MS image can be obtained as follows:

\[
\hat{M} = \hat{M} + \sum_{k=1}^{N} \hat{P}_k \tag{4.20}
\]
Comparing with the pansharpening model it is evident that \( \alpha = 1 \) and \( \dot{\hat{P}} \) are obtained directly from the filtered high resolution panchromatic image and \( k \) represents the different levels of the hierarchy at which the high frequency information is extracted using the wavelet transform. Hence the \( Pan_{\text{details}} \) would depend upon the type of wavelet filter used. The problem with the substitution method is that the details of the MS image are discarded in the pansharpening process.

**Additive Wavelet Fusion RGB**

This fusion process is called AWRGB in literature and is as follows:

1) Upscale the low resolution MS images.
2) Construct a low resolution Pan image by \( \text{Intensity} = \frac{\hat{B} + \hat{G} + \hat{R}}{3} \).
3) Perform histogram matching between the intensity image and the high resolution Pan image.
4) Decompose the high resolution Pan image into high and low frequency components, using wavelet decomposition.
5) Add the high frequency component of the Pan image to the details of each MS image.
6) Perform inverse wavelet transformation to obtain the high resolution MS images.

Mathematically the wavelet transformation can be represented as follows:

\[
M = \dot{M} + \sum_{k=1}^{N} \dot{M}_k, \quad P = \dot{P} + \sum_{k=1}^{N} \dot{P}_k
\]  
(4.21)

Finally the fused MS image can be obtained as follows:

\[
\hat{M} = \dot{M} + \sum_{k=1}^{N} \dot{P}_k + \dot{M}_k
\]  
(4.22)

Comparing with the pansharpening model it is evident that again \( \alpha = 1 \) and \( \dot{\hat{P}} \) & \( \dot{\hat{M}} \) are obtained directly from the filtered high resolution panchromatic & low resolution MS images. The difference from the substitution method is that the high frequency details of the Pan image are added to the MS image directly and not only to the low frequency component of the MS image. The AWRGB based fusion process is shown in Fig. 4.5. The dotted line indicates that the MS image does not exist at the highest resolution and hence we do not have the MS details at this resolution. However, the low resolution information can be generated by an upscaling process.
Additive Wavelet Fusion L

This fusion process is called AWL in literature and is as follows:

1) Upscale the low resolution MS images.
2) Transform the RGB images to LHS images.
3) Perform histogram matching between the intensity image L and the high resolution Pan image.
4) Decompose the high resolution Pan image into high and low frequency components, using wavelet decomposition.
5) Add the high frequency component of the Pan image to intensity image.
6) Perform LHS to RGB transformation to obtain the high resolution MS images.

The high resolution intensity image can be mathematically defined as:

\[ L = \hat{L} + \sum_{k=1}^{N} \hat{P}_k \]  

(4.23)

Figure 4.5. Additive Wavelet RGB (AWRGB) Fusion.

Comparing with the pansharpening model it is evident that again \( \alpha = 1 \) and \( \bar{P} \) are obtained directly from the filtered high resolution panchromatic image. However,
these details are added into the intensity image which provides the details of the fused MS image on inverse transformation. The advantage of the LHS transformation is that the details of Pan image are added into an equivalent intensity image instead of the MS images separately. In [N’99] the authors have tested all of the three above proposed variations and found AWL as the best.

Other variations of the wavelet transform fusion have also been proposed. In [KHA 08c] the authors have used the CDF9/7 filter, the same filter used in JPEG2000 compression, for fusion. In [CHI 03] the authors have used the redundant complex wavelet transform to perform fusion. Another variation of wavelet type transformation is the Curvelet transform [GAR 05].

4.3.2.3. WISPER

In [OTA 05] the authors present a generalization to the AWL fusion method. The AWL method, when proposed in 1999, could only be used to fuse MS images with only three bands. However, modern satellites provide four MS images. Hence the AWL algorithm was generalized to incorporate all the MS bands and the new version of the fusion method is called AWLP. The AWLP method was an improvement over the AWL method and was rated as the joint winner alongside Context Based Decision (CBD) fusion method of the GRS-S Data Fusion Contest held in 2006 [ALP 07]. Using the AWLP method fusion can be accomplished as follows:

1) Upscale the low resolution MS images.

2) Decompose the high resolution Pan image into high and low frequency components, using wavelet decomposition.

3) Obtain high resolution MS image using

\[ \hat{M} = \frac{\hat{M}}{\sum k=1 M_k} P. \]

Also, the authors proposed to use the spectral responses of sensors and the physical properties of the object during the pansharpening process. The spectral response of the sensor determines the probability that a photon of a given frequency is detected by the sensor. Also, there are different types of spectral responses, i.e. one for the Pan sensor and the other for each of the MS bands. From the spectral response of these sensors and given the number of photons detected by the high resolution Pan sensor the number of photons that the low resolution MS sensor would detect can be calculated. This can be defined mathematically as:

\[ n_{MS_k} = \frac{\alpha_{Pan} P(MS_k | PMnMS)}{P(PanMS | PMnMS)} n_{Pan} \]

(4.24)

Where \( n_{MS_k} \) is the number of photons detected by the MS band, \( \alpha_{Pan} \) represents the ratio of number of photons detected by all MS bands that are also present in the residual plane of the Pan image. \( \alpha_{Pan} = \frac{\sum k=1 n_{MS_k}}{n_{Pan}} \), \( n_{Pan} \) is the number of photons...
detected by the Pan image, $p_{PanMS}$ represents the probability that a photon was detected by both Pan and MS band and $p_{MS}$, represents the probability that a photon was detected by the MS image. For more details on how to obtain 4.24, please refer to [OTA 05].

Returning to physical properties of the object, from the physical emission of the observed object the spectral signature factor of the low resolution MS band can be represented as:

$$s_k = \frac{\rho_{PanMS_k}}{\rho_{MS}}$$  \hfill (4.25)

Where $\rho_{PanMS_k}$ represents the photons below both MS and Pan spectral functions while $\rho_{MS}$ is the mean for all of the MS images.

The final fused image can be obtained by using:

$$MS_{Fused_k} = MS_{Upscaled_k} + \sum_{l=1}^{n} s_k \left( \frac{\alpha_{Pan}}{P(p_{MS_k}|p_{PanMS})} \frac{2 - \beta_k}{2} \right) P_{\text{Pan},r}$$  \hfill (4.26)

Where, $\beta_k$ represents the fraction of area of a MS bands spectral response function shared with its adjacent MS bands spectral response function. Comparing with the simple data fusion model the underlined part of the equation represents $\alpha$, while the Pan details, $P_{\text{Pan},r}$, are obtained from the wavelet filter.

4.3.2.4. ARSIS

Improved Spatial Resolution by Injection of Structures (ARSIS) proposed by Wald et al. [RAN 99] presents a general framework for multiresolution fusion. The ARSIS concept defines the frame work for extraction of high frequency information from the Pan image and also proposes different models which can be used for injection of high frequency details into the MS images. ARSIS in itself may not be a fusion method but a generalized description of all the methods using MRA. Hence, the MRA methods can be explained in the ARSIS framework. However, since there are a couple of methods which use ARSIS framework as their starting point and propose detail injection citing the ARSIS concept, this chapter treats ARSIS as a fusion procedure.

It is interesting to note that the ARSIS concept was presented in 1999, the same year that Nunez et al. proposed the AWRGB and AWL MRA based pansharpening methods. In the ARSIS concept the Pan details are extracted using the wavelet filter. However, the ARSIS concept does not define the number of decomposition levels necessary to obtain a good fused image. The number of wavelet decomposition levels necessary to get good fusion quality were explicitly determined by Pradhan et al. in [PRA 06]. It was noted that the best results were obtained when the number of decomposition levels were equal to or greater than the ratio of scales between the Pan and
MS images. Returning back to ARSIS concept, the main interest of the model appears in the presentation of different detail injection models. The interest of the injection model lies in the fact that the detail injection model is calculated at a degraded scale and it is assumed that this model would hold at the higher resolution. The two different scale models are referred to as the Inter Modality Model (IMM) and High Resolution Inter Modality Model (HRIMM) in the ARSIS concept.

Based upon the detail injection models the different variations of the ARSIS concept are as follows:

**ARSIS-M1 [RAN 99]**
All the high frequency details extracted from the high resolution Pan image are added to each upscaled MS band. This model satisfies the simple wavelet based fusion process, equivalent to a fusion process without a detail injection model. Mathematically:

$$\hat{M} = \tilde{M} + \tilde{P}$$

(4.27)

**ARSIS-M2 [RAN 99]**
The model can be defined Mathematically as:

$$\hat{M} = \tilde{M} + a\tilde{P} + (\tilde{\bar{M}} - a\tilde{\bar{P}})$$

(4.28)

Where $a = \sqrt{\frac{\sigma^2_{\tilde{M}}}{\sigma^2_{\tilde{P}}} \cdot \tilde{M}}$ represents details of the low resolution MS image and $\tilde{P}$ represents details of the low resolution Pan image. $\sigma^2_{\tilde{M}}$ represents the variance of the details of the low resolution MS image and $\tilde{\bar{M}}$ represents the mean of the details of the low resolution MS image. The underlined part of the equation represents the details that are to be added to the low frequency component of the MS image during inverse wavelet transformation.

**ARSIS-M3**
The model can be defined Mathematically as:

$$\hat{M} = \tilde{M} + a\tilde{P} + (\tilde{\bar{M}} - a\tilde{\bar{P}})$$

(4.29)

Where $a = \frac{\sigma^2_{\tilde{M}} - \sigma^2_{\tilde{P}}}{\sqrt{2\sigma^2_{\tilde{M}} - \sigma^2_{\tilde{P}} + \sqrt{(\sigma^2_{\tilde{M}} - \sigma^2_{\tilde{P}})^2 + 4\sigma^2(\tilde{M}, \tilde{P})}}} \cdot \tilde{M}$ and $\sigma(\tilde{M}, \tilde{P})$ represents covariance & $\sigma^2_{\tilde{M}}$ represents variance.

**ARSIS-RWM [RAN 03]**
Based upon two thresholds the injection model can be divided into three parts. If the
correlation between the MS and Pan image is less than the lower threshold, \( \theta_1 \), then the fusion process can be defined Mathematically as:

\[
\hat{M} = \hat{M} + a_1 \hat{P} + \left( \frac{\hat{M} - a_1 \hat{P}}{\sigma_{\hat{M}}} \right)
\]  (4.30)

Where \( a_1 = \text{sign} \frac{\sigma_{\hat{M}}}{\sigma_{\hat{P}}} \) represents \( \alpha \) in the pansharpening model. If the correlation between the MS and Pan image is greater than the upper threshold, \( \theta_2 \), then the fusion process can be defined Mathematically as:

\[
\hat{M} = \hat{M} + a_2 \hat{P} + \left( \frac{\hat{M} - a_2 \hat{P}}{\sigma_{\hat{M}}} \right)
\]  (4.31)

Where \( a_2 = \frac{\sigma_{\hat{M}}^2 - \sigma_{\hat{P}}^2 + \sqrt{(\sigma_{\hat{M}}^2 - \sigma_{\hat{P}}^2)^2 + 4\sigma_{\hat{M}} \sigma_{\hat{P}}}}{2\sigma_{\hat{M}} \sigma_{\hat{P}}} \) represents \( \alpha \) in the pansharpening model. If the correlation between the MS and Pan image is between the upper and lower threshold then the fusion process can be defined Mathematically as:

\[
\hat{M} = \hat{M} + a \hat{P} + \left( \frac{\hat{M} - a \hat{P}}{\sigma_{\hat{M}}} \right)
\]  (4.32)

Where \( a = a_1 + (a_2 - a_1)\left(\frac{\rho - \theta_2}{\theta_1 - \theta_2}\right) \) and \( \rho \) represents the correlation, while \( \theta_1 \) and \( \theta_2 \) are the thresholds.

4.3.2.5. CBD

In [AIA 02], Aiazzi et al. proposed a filter based multiresolution fusion process called Context Driven Fusion. The authors propose the use of Laplacian pyramid for the extraction of high frequency component from the Pan image and its addition to the low resolution MS images using a context driven model. The Fusion process can be described as follows:

1) Upscale low resolution MS images.
2) Downscale high resolution Pan image.
3) Upscale the downsampled low resolution Pan images.
4) Calculate the local correlation, \( LCC = \frac{\sigma_{\hat{M}} \hat{P}}{\sigma_{\hat{M}} \sigma_{\hat{P}}} \) between the Upscaled low resolution MS images and the Upscaled low resolution Pan image.
5) If \( LCC > \theta \), \( \theta \) being the threshold, then the local gain \( LG = \frac{\sigma_{\hat{M}}}{\sigma_{\hat{P}}} \). IF \( LCC < \theta \), then \( LG = 0 \).
6) The fused MS image can be obtained by adding the high frequency details obtained from the Pan image, multiplied by LG, to the upscaled low resolution MS image.

Hence, the fused image can be represented mathematically as:

\[
\tilde{M} = \hat{M} + \frac{\sigma_{\hat{M}}}{\sigma_{\hat{P}}} \hat{P}
\]  (4.33)
Where $\hat{P}$ depend upon the Laplacian pyramid used to extract the high frequency information. Also, with correspondence to the pansharpening model $LG = \alpha$ if the upscaled low resolution MS image is highly correlated to the upscaled low resolution Pan image. Otherwise $\alpha = 0$ and no high frequency details are added to the upscaled low resolution MS image.

In the recently held Data Fusion Contest [ALP 07], both CBD and AWLP methods were declared as the joint winners. This emphasizes the fact that model based methods, in collaboration with MRA based detail extraction are the most performing. Although, the fused images produced by these methods are not sharp as compared to the CS methods however the fact that they do not add spectral distortions makes them more interesting methods rather than the CS methods.

### 4.3.3. Hybrid Methods

#### 4.3.3.1. PCA/IHS and Wavelet Merger

In [GON 04] Audicana et al. propose the use of a component substitution method merged with a filter based multiresolution approach. The authors propose to merge PCA or IHS with a MRA based fusion process to obtain the fused images. The fused images obtained by merging the two methods are quantitatively better than the fused images obtained by PCA or IHS based methods. The fusion process can be described as:

1) Upscale the MS images.

2) Either perform RGB to IHS transformation (3 MS bands) or apply PCA transformation to the MS bands.

3) Perform histogram matching between the $I$ intensity and the high resolution Pan image or between the first principal component $C_1$ and the high resolution Pan image.

4) Apply wavelet decomposition to the $I$ or $C_1$ and to the high resolution Pan image.

5) Add the details of the high resolution Pan image to the details of the $I$ or $C_1$ image.

6) Apply inverse wavelet transform to obtain high resolution $I$ or $C_1$ components.

7) Apply IHS to RGB conversion or inverse PCA transform to obtain the high resolution MS images.

The hybrid fusion process is shown in Fig. 4.6.

From Equ. 4.10 it is known that $\hat{R} = \tilde{R} + P - \frac{\tilde{R} + \tilde{G} + \tilde{B}}{3}$ where $\frac{\tilde{R} + \tilde{G} + \tilde{B}}{3} = \tilde{I}$. For the wavelet based decomposition, the low resolution intensity Image $\tilde{I}$ and the
high resolution Pan image $P$ can be represented as $I = \tilde{I} + \sum_{k=1}^{N} \tilde{I}_k$, $P = \hat{P} + \sum_{k=1}^{N} \hat{P}_k$. Now adding the high frequency part of the Pan image into the low resolution intensity details and inverse filtering results in a high resolution Intensity image $\hat{I} = I + \sum_{k=1}^{N} (\tilde{I}_k + \tilde{P}_k)$. The high resolution MS image can also be represented as $\hat{R} = I - \frac{H}{\sqrt{2}} - \frac{S}{\sqrt{2}}$. Substituting the values of $\tilde{H}$ and $\tilde{S}$ results in the final form:

$$\hat{R} = \hat{R} + \hat{I} - \left[ \frac{\hat{R} + \hat{G} + \hat{B}}{3} \right]$$  \hspace{1cm} (4.34)

Thus, the process has $\alpha = 1$ and the details are extracted from the high resolution Pan image via wavelet filters and added to the low resolution intensity image to form a high resolution intensity image. Finally, this high resolution intensity image is used to form the high resolution MS images using an inverse IHS process.

### 4.3.3.2. Gram Schmidt Based Pansharpening with filtered Pan (GSFP)

As discussed in the previous section the only difference between this method and GSWP presented in 4.3.1.4, is that the Pan image is obtained by a filtering process rather than by averaging of the upscaled low resolution MS images. In [AIA 07], Aiazzi et al. show that using a filtered Pan image results in spectrally better fused
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images than when the low resolution Pan image is generated by averaging the low resolution MS images. The GSFP method uses a transformation for the actual fusion process but it uses a filter based approach to extract the high frequency information from the Pan image. Thus, it can be concluded that it is a hybrid method.

Presented above was a brief introduction to the various types of fusion methods available along with a classification of these methods. In the framework of a pansharpening model different detail extraction methods along with their injection models were discussed. It is obvious that the visual fusion results would depend upon how much of the details are extracted from the Pan image and what percentage of these details is added to the MS images. If all the details are added then the resultant image will be visually sharp but may suffer from spectral distortion. To the contrary, if the details extracted are added using a model and only a specific percentage is added to the MS image the final image would be slightly blurred but there would be no spectral distortion. From this discussion it would seem that there is a trade-off between spectral and spatial quality. However, this is not true. If satellites capture a high resolution MS image, it has both high spectral and spatial quality. Hence, there is no trade-off between the two in the original image. The synthesized (fused) MS image may demonstrate this trade-off because of the inadequacy of either the filters used for extraction of details or upscaling of MS images or because of the poor model selection for the injection of details.

The question may arise what are the advantages of pansharpening? The answer is, pansharpened images not only improve the visual interpretation of the MS images but also improve the performance of automated feature extraction tasks such as classification and segmentation. In [SIR 08] the authors have demonstrated how the use of pansharpening helps in a better mapping of snow. The authors used MODIS data for mapping snow in the region of Mount Cook in New Zealand. The authors had a reference high resolution MS image of the same region obtained from ASTER satellite. So a comparison of improvement of mapping accuracy could be obtained. The authors used (Receiver Operating Characteristics) ROC curves and Q index type measures to assess the improvement and found that ROC demonstrated an improvement of approximately 9% where as Q index demonstrated an improvement of approximately 4% in the mapping accuracy. This is also clear from the images presented in Fig. 4.7. In [COL 06] the authors have demonstrated the influence of pansharpening on the accuracy of classification.

4.4. Fusion Quality Assessment

The second part of the fusion process is to determine the quality of the fused images. In image processing quality of the processed image is usually determined by comparing it with a reference image. The problem with determining the quality of pansharpened images is that no reference image is available for making a comparison.
Figure 4.7. Visual performance in estimating the snow fraction (Mount Cook Area, South Island, New Zealand; December 2002). (a) False color composite MODIS bands 1, 2, 3 (fused to 250 m). (b) Reference snow map extracted from ASTER at degraded (250 m). (c) MODIS-derived snow map without fusion at 500 m. (d) MODIS-derived snow map with fused bands at 250 m. ©IEEE 2008

Hence, the quality of fusion is determined at reduced resolution and it is assumed that this quality would hold at the higher resolution. Determining the quality at reduced resolution refers to the fact that the reference images are reduced to a lower resolution and then fusion is performed. Now the produced fused images have the same resolution as the starting reference MS images. Hence, a comparison between the fused and reference MS images can be made. Before providing the methods for determining the quality of fused images it is important to present the three properties that should be satisfied by fused images of good quality. These properties were presented by Lucien Wald in [WAL 02].

1) Consistency Property: The fused image when degraded to the low resolution should be identical to the starting reference.

2) Synthesis Property: Each fused image should be similar to the high resolution MS image, which would have been captured if the sensor had the capability to capture
MS images at high resolution.

3) Synthesis Set Property: The set of fused images should be similar to the set of high resolution MS images, which would have been captured if the sensor had the capability to capture the set of MS images at high resolution.

The fusion quality assessment methods are generally divided into methods which require a reference MS image for determining the quality and those methods which do not require a reference MS image. The later methods have appeared just recently and are not yet mature. However, they provide the advantage of determining the quality of the fused image at high resolution rather than working at degraded scale. Both types of quality assessment methods are presented below.

4.4.1. Methods Requiring a Reference Image

The quality assessment methods which require a reference MS image fall in the category of conventional quality assessment methods. In the Data Fusion Community these methods are unanimously/undisputably accepted as the standard methods for determining the quality of fused images. However, as mentioned earlier, these methods require a reference image and hence require that the fusion quality is assessed by starting at a degraded resolution. Some examples are Spectral Angle Mapper (SAM), Global Relative Error in Synthesis (ERGAS) and Quaternion Index (Q4). These methods are presented in detail below.

4.4.1.1. SAM

SAM or Spectral Angle Mapper is used to determine if the fused image has spectral distortions. SAM calculates an angle between the spectral vector of the fused image and the reference MS image. Since, applications like classification require that the spectral information does not change after fusion, fused images having low SAM value tend to produce better classification results [THO 06]. The ideal value of SAM index is zero. Since this index is a distance measure, the larger the value of SAM the poorer is the spectral quality of the fused image with respect to the reference MS image. SAM can be calculated for each pixel using:

\[
SAM = \arccos\left(\frac{\langle \hat{M}, M \rangle}{\|\hat{M}\|_2 \|M\|_2}\right)
\]  

(4.35)

Where, \(\hat{M}\) represents the fused MS images and \(M\) represents the reference high resolution MS images.
4.4.1.2. ERGAS

ERGAS represents “Erreur Relative Globale Adimensionnelle de Synthèse” or “Global Relative Error in Synthesis”. Presented in [WAL 02], ERGAS calculation is based upon RMSE “Root Mean Square Error”. To determine the quality of fused images by using RMSE it was proposed that the RMSE value should be calculated for each pixel and each band separately:

\[
RMSE(Band) = \frac{1}{NP} \sqrt{\sum_{\text{forall pixels}} (M(Band) - \hat{M}(Band))^2}
\]

(4.36)

Where \(NP\) is total number of pixels in one MS band. Since RMSE is a number it is difficult to determine the quality of fused image without making a comparison with a reference. Also, RMSE is only sensitive to changes in radiance values. Hence, a modification to RMSE named RASE was proposed in [RAN 99]. The RASE “Relative Average Spectral Error” proposed can be calculated using:

\[
RASE = \frac{100}{\mu(Band)} \sqrt{\frac{1}{N} \sum_{Band=1}^{N} \frac{RMSE(Band)^2}{\mu(Band)^2}}
\]

(4.37)

Where \(\mu\) is the mean value of the reference MS image. Although, RASE satisfies the Synthesis Property proposed by Wald, however, problems occurred for images in which the difference in gray levels is quite large. Hence, a further modification was proposed. This modified quality assessment method is called ERGAS and it can be represented as:

\[
ERGAS = 100 \frac{h}{l} \sqrt{\frac{1}{N} \sum_{Band=1}^{N} \frac{[RMSE(Band)]^2}{[\mu(Band)]^2}}
\]

(4.38)

Where the ratio between \(h\) and \(l\) represents the difference between the high and low resolution scales. It should also be noticed that both RASE and ERGAS are distortion indexes and hence the smaller the two values the better is the quality of the fused image. Hence, ERGAS=0 represents perfect fusion. The drawback of ERGAS is that it does not give an absolute index for fused images. This means that there is no absolute scale to determine the quality of fused images. Hence, it is similar to SAM i.e. the ideal value of the index is zero but the maximum value possible is not defined.
4.4.1.3. Q4

In 2004, Alparone et al. [ALP 04] proposed a global quality measurement index, Q4. Although the index is calculated on block basis but the final result is an average of all the blocks. Hence, the end result of the index is a global value. The Q4 index is now generally accepted to be one of the most reliable fusion quality assessment methods. The index is derived from the quality index Q proposed by Wang and Bovik in [WAN 02]. The Q index can be calculated using:

$$Q = 4 \cdot \frac{\sigma(M, \hat{M})}{\sigma^2_M + \sigma^2_{\hat{M}}} \cdot \frac{\overline{M\hat{M}}}{\overline{M^2} + \overline{\hat{M}^2}}$$

(4.39)

The modification proposed by Alparone et al. transforms the index as follows:

$$Q_4 = 4 \cdot \frac{\sigma(Z, \hat{Z})}{\sigma_{\hat{Z}} \sigma_Z} \cdot \frac{\sigma^2_Z}{\sigma^2_F + \sigma^2_{\hat{F}}} \cdot \frac{\overline{ZF}}{\overline{Z^2} + \overline{\hat{Z}^2}}$$

(4.40)

Where Z=ai+bj+ck+d, represents a quaternion and a=Blue, b=Green, c=Red and d=NIR MS bands. The first part of the index calculates the correlation between the fused MS image and the reference MS image. The second part of the index determines the change in contrast between the fused and reference MS images. Finally, the right most part of the index determines changes in the mean between the fused and reference MS images. Hence the index presented as Equ. 4.40 can detect changes in correlation, mean and contrast of the fused images with respect to the reference MS image. Another important aspect of Q4 is that it calculates these indexes between each of the MS bands, thus satisfying the third property, along with the second, proposed by Wald. The advantage of Q4 is that the resultant index is always within a fixed range of zero to one, with one being the ideal value (best result).

4.4.2. Methods Not-Requiring a Reference Image

Unlike methods which require a reference MS image methods not-requiring a reference image are non-conventional and are in the process of evolution. Since, most of these methods are relatively new they are not frequently used by the Data Fusion community. However, the advantage of these methods is that they actually determine the quality of the fused image at the desired high resolution, removing the inconvenience of working at reduced resolution.
4.4.2.1. Zhou’s Protocol

Proposed in 1998 [ZHO 98], the index is divided into two parts. One measures spectral distortion and the other spatial distortion. Spectral distortion is calculated as the sum of absolute difference between each pixel of the fused MS image and the upscaled low resolution MS image. This is represented mathematically as:

\[
Zhou\text{SpectralDistortion} = \frac{1}{N} \sum_{Band=1}^{N} |\tilde{M}(\text{Band}) - \hat{M}(\text{Band})| \quad (4.41)
\]

The ideal value of Zhou’s Spectral Distortion is zero. This means that the fused image is identical to the upscaled low resolution MS image. The fact that spectral distortion is only zero or minimal when the fused MS image is equal to the upscaled low resolution MS image, i.e. has no details, suggests that the index may be inconsistent. The spatial distortion is calculated between the details extracted from the fused MS image and the high resolution Pan image. The details are extracted using the Laplacian high pass filter given below. The spatial distortion is based upon the correlation, calculated between the details extracted from both the high resolution Pan and the fused MS images. A correlation value of one indicates ideal results and hence minimum spatial distortion.

\[
\begin{bmatrix}
-1 & -1 & 1 \\
-1 & 8 & -1 \\
-1 & -1 & -1
\end{bmatrix}
\] \quad (4.42)

The problem with calculating the spatial distortion using Zhou’s index is that the correlation between the details of MS and Pan images is ideally not one. This is because of the fact that the Pan and MS images are captured using different sensors, having different modulation transfer functions. Hence, the assumption that the correlation should be one is incorrect, as mentioned in [THO 07].

Although Zhou’s protocol provides two separate indexes, one each for spectral and spatial distortion, the fact that the indexes are not on the same scale causes the problem of combining the two indexes together to obtain a single quality index. Also, the consistency or correctness of the index is not satisfactory.

4.4.2.2. QNR

Quality Without Reference, QNR, recently proposed by Alparone et al. [ALP 08] is a new method to calculate the quality of the fused images without requiring a reference high resolution MS image. The index like Zhou’s quality index can provide
spectral and spatial distortion separately and can even provide a single combined quality index for both the distortions. The QNR index calculates the Q index, at both low (starting) and high (fused) resolution, between each of the MS bands among themselves i.e. red-green, red-blue, red-NIR, green-blue, green-NIR and blue-NIR (inter band calculations) and also between each MS band and Pan image (intra band calculations). The interband calculations at the two scales help determine if there is a difference between the spectral content among MS bands across scale, indicating spectral distortion. The intraband calculations at the two scales help determine the difference in the Q index between MS bands and Pan image across scale, determining if there is spatial distortion. Hence, the principle idea of QNR index revolves around the concept that the Q index calculated across scale should remain constant. The QNR index can be defined mathematically as:

\[
QNR = (1 - D_\lambda)^\alpha (1 - D_s)^\beta
\] (4.43)

Where \(D_\lambda\) represents spectral distortion and \(D_s\) represents spatial distortion. Further the spectral and spatial distortions can be represented mathematically as:

\[
D_\lambda = \sqrt{\frac{1}{N(N-1)} \sum_{l=1}^{N} \sum_{r=1, r \neq l}^{N} (Q(\tilde{M}_l, \tilde{M}_r) - Q(\hat{M}_l, \hat{M}_r))}
\] (4.44)

\[
D_s = \sqrt{\frac{1}{N} \sum_{l=1}^{N} (Q(\tilde{M}_l, \hat{P}) - Q(\hat{M}_l, P))}
\] (4.45)

The ideal values of both spectral \(D_\lambda\) and spatial \(D_s\) distortion is zero. Thus, the ideal value of the QNR index is 1. The terms \(\alpha\) and \(\beta\) can be used to give more significance to either the spectral or spatial quality index. It should be noted that Equ. 4.44 and Equ. 4.45 represent distortions, however \((1 - D_\lambda)\) and \((1 - D_s)\) represent spectral and spatial quality.

QNR calculates the Q index at different block sizes however the final Q index is a global index as all of the block results are added before calculating the difference. A slight modification to the QNR index was proposed in [KHA 08a] to make the QNR index work on local blocks, where the size of the block used for QNR calculations was set equal to the size used for calculation of the Q index. In this way the QNR index can be calculated separately for each block, thus providing a local QNR index, and if required the final global QNR can be calculated by summing the local QNR indexes of each block rather than summing the absolute difference of Q index for each block.
4.4.2.3. **Modified Zhou Wald Protocol**

Proposed recently, the method proposes a hybrid quality assessment approach based upon Wald’s spectral consistency property and inspired by Zhou’s spatial quality. In [KHA 08b] Khan et al. have used the same principle of using two separate quality indexes. The novelty of the method exists in using approximate modulation transfer function (MTF) filters to assess the fusion quality. However, the proposed index does not provide a single comprehensive quality index, like QNR.

The principle of the proposed quality assessment index revolves around separation of high frequency information from the fused images and Pan image at both the low and high resolution. The low frequency information is used to assess the spectral quality of fused MS image. Using Wald’s consistency protocol, the fused low pass filtered image is decimated to obtain a MS image at the same resolution as the starting reference. A simple Q4 index based quality assessment can be performed between this reduced, MTF filtered, image and the reference low resolution MS image. Hence, the MTF filters are used to obtain the low pass filtered image and their complements provide the details for assessing the spatial quality. To assess spectral quality making use of Wald’s consistency property the following equation can be used.

\[ D_\lambda = 1 - Q4(\hat{M} \downarrow, \hat{M}) \]  (4.46)

Where, \( \hat{M} \) represents the fused image, \( \hat{M} \downarrow \) represents the MTF filtered and decimated fused MS image and \( \hat{M} \) represents the low resolution reference MS image.

The high frequency details extracted from the fused MS images are used for spatial quality assessment. A box type filter is used to extract the high frequency details from the high resolution Pan image. The MS image details are obtained by using their respective MTF filters. Next the same procedure is repeated on the low resolution reference MS images and the low resolution Pan image. The low resolution Pan image is obtained by filtering the high resolution Pan image by an approximately ideal low pass filter (since a Pan image at low resolution would have been inverse filtered after passing through its respective MTF filter). In this way the Q index is calculated between the details of MS images and the Pan image at both low resolution and high resolution. The absolute difference between the Q index obtained before and after fusion provides a spatial quality index. Hence unlike Zhou’s protocol it is not assumed that the correlation coefficient between the details of the Pan and MS image is one. Instead, a relationship is calculated between the details of the MS and Pan images at low resolution and it is assumed that this relationship remains constant across scale since the MTF of the sensors is scale invariant.

\[ D_s = \frac{1}{N} \sum_{Band=1}^{N} \left| Q(\hat{M}(Band), \hat{P}) - Q(\hat{M}(Band), \hat{P}) \right| \]  (4.47)
4.4.3. Methods Not to be used

Fusion quality assessment is not a trivial task. Attention should be paid to the methods used for assessing fusion quality. Simple indexes like mean, variance, correlation, entropy etc. alone, do not serve the purpose of quality assessment. It has been shown in [THO 06] that an image and a noise sequence may have the same mean, variance and entropy. Hence, these indexes alone are non-sufficient to determine the quality of fused images. Also, it has been shown that two identical images having different mean could return a correlation coefficient of 1. Another important point to note is that RMSE type calculations should never be performed between the fused MS images and the Pan image to assess fusion quality. Some authors have used this type of index to determine the spatial quality of fused images. This index would lead to incorrect conclusions since in RMSE, difference is calculated at pixel level between the MS and Pan images. This difference should never be zero since the MS and Pan images are obtained using different sensors and have different spectral ranges and hence different photon count and radiance measurements. Hence this difference does not provide any meaningful information and would thus lead to inconclusive results, since the ideal RMSE vale of zero would be obtained if all MS bands are equal to the Pan image.

4.5. Conclusion

Pansharpening produces MS images at higher spatial quality while preventing spectral distortion. In the context of pansharpening this chapter presented a brief overview of different fusion indexes and the fusion quality assessment methods. Instead of testing different algorithms and presenting their results, it is better to present the results of the recently held IEEE GRS-S Data Fusion Contest to give an idea of the fusion results obtained by different pansharpening algorithms and their respective scores using different quality indexes. The visual results of both CS and MRA based fusion methods are presented in Fig. 4.8. The image selected is a portion of the Pléiades Toulouse image provided by CNES. A visual comparison of the fused images with the reference suggests that the image obtained by Context Based Decision Fusion is the best fused image. It also demonstrates the ability of pansharpened images to be similar to the image that a satellite would have captured if it had the desired higher resolution. Thus, demonstrating the usefulness of pansharpening. The quantitative comparison between the fusion methods is presented in Tab. 4.1. All four indexes suggest that CBD has the best quantitative results. Thus, it can be concluded that with reference to the current literature the fusion methods making using of Multiresolution based analysis and which use a detail injection model are considered to be the best fusion methods.

The future direction of work seems to be in the direction of improving CS methods by developing better detail injection models for them. Since, these methods are
computationally non-intensive and result in sharper fused images a lot of work is being done to improve their spectral quality. Also, a trend toward further extension of context based fusion is being sought. The work entails using different fusion models for different objects in an image thus providing sharper results for objects in urban scene while slightly less sharper objects in images containing country side. Another aspect of fusion, not considered in this chapter, are the result of different fusion algorithms for different sensors and different types of scenes. This is an interesting topic and demands a complete chapter on its own, however, it should be made clear here that each fusion algorithm performs differently for different sensor as the signal to noise ratio for each sensor changes. Hence, an area of interest regarding pansharpening would be a detail extraction and injection model which would be sensor adaptive.


Figure 4.8. The results of fusion are presented using different fusion algorithms. The Panchromatic and Original MS images are presented for reference. The fused images obtained by Additive Wavelet Luminance Pansharpening Method (AWLP), Context Based Decision (GLP-CBD) Pansharpening Method, Genetic Algorithm Based Pansharpening (GIHS-GA) and Intensity-Hue-Saturation Fusion using Choi’s method (GIHS-TP) are presented. ©IEEE 2007
DEUXIÈME PARTIE

Change detection
The aim of this chapter is to draw an overview of change detection techniques in remote sensing earth observation. In remote sensing domain, a change may be considered to as an alteration of the surface components. But temporal analysis of remote sensing image is facing several difficulties, among them the large amount of data to be processed and also the very few number of temporal observations. Despite the lack of temporal model, the natural evolution of landscape and the evolution induced by the sensors, many valuable techniques exist that perform change detection from two or more images acquired from the same or from different sensors.

This overview has been drawn from the CACHANT initiative supported by the GdR ISIS in 2006 and the presentation that have been given during the two meetings¹.

5.1. Abrupt Change Detection due to Major Disasters

Remote sensing imagery is a precious tool for rapid mapping applications. In this context, one of the main uses of remote sensing is the detection of changes occurring after a natural or anthropic disaster. Since they are abrupt and seldom predictable, these events cannot be well temporally sampled – in the Shannon sense – by the polar orbit satellites which provide the medium, high and very high resolution imagery

¹ CACHANT : Cartographie Automatique des ChAngements Naturels par Télédetection http://gdr-isis.org/cachant.
needed for an accurate analysis of the land cover. Therefore, rapid mapping is often produced by detecting the changes between an acquisition after the event and available archive data.

5.1.1. **Constraints**

This change detection procedure is made difficult due to the time constraints imposed by the emergency context. During a natural or industrial hazard, it is usually difficult to provide hazard assessment using satellite imagery in a relatively short delay. Operational problems can affect the task of hazard assessment, like the absence of a dedicated satellite constellation for this purpose as well as the delay between the satellite programming and the actual image acquisition. Indeed, the first available acquisition after the event has to be used whatever its modality which is more likely to be a radar image due to weather and daylight constraints.

The kind of changes produced by the event of interest are often difficult to model. The same kind of event – e.g. a flood – can have different signatures depending on where it happens – e.g. high density built-up areas, agricultural areas... – and on the characteristics of the sensor (spatial resolution, frequency, polarimetry, angle of sight and ascending/descending orbits...). Also, the changes of interest are all mixed up with normal changes, which can be the majority if the time gap between the two acquisitions is too long. A very difficult problem arises from these issues: detecting abrupt unmodeled transitions in a temporal series with only two dates².

From this position of the problem, one can make the straightforward deduction that pixel-wise comparison between the two images will not be robust enough. The first problem that arises is the automatic fine registration before performing the change detection itself. This problem is even more difficult when images are acquired with different sensors. By different sensors, it is understood sensors that produce images with different radiometric properties, i.e. sensors which measure different physical magnitudes: optical sensors operating in different spectral bands, radar and optical sensors... For this kind of image pairs, the classical approach of fine correlation [KUG 75, DVO 83] cannot always be used to provide the required accuracy. Indeed, the correlation coefficient can only measure similarities up to an affine transformation.

There are two main questions:

1) What does the similarity mean between, e.g. a radar and an optical image?

² In the case where a sequence of several images is to be processed, the approaches presented in [BRU 04, LOM 02] may be applied.
2) What does fine registration mean in the case where the geometric distortions are so big and the source of information can be located in different places (e.g. the same kind of edge can be produced by the edge of the roof of a building in an optical image and by the wall-ground bounce in a radar image) ?

An answer may be drawn by saying that the images of the same object obtained by different sensors are two different representations of the same reality. For the same spatial location, we have two different measures. Both items of information come from the same source, and thus, they have a lot of common information. This relationship may not be perfect, but it can be evaluated in a relative way : different geometrical distortions are compared, and the one leading to the strongest link between the two measures is kept. In [ING 04], the mutual information is used to perform such a multi-sensor-based image registration. It is worth noting that the similarity measures that are used for image registration purposes are not too far from the similarity measures used for change detection, mostly for Synthetic Aperture Radar (SAR) images of medium resolution.

Figures 5.1 and 5.2 show a typical examples of images to be processed from a real case [ING 03b], for which the International Charter “Space and Major Disaster” has been engaged\(^3\). Due to the large amount of data to be processed and the delay demanded to deliver the impacted zone characterization, automatic or unsupervised approaches are required. Unfortunately, due to the lack of a priori knowledge in the kind of change and the high variability in the sensors, an expert has to directed the processing chain by using supervized or semi-supervized techniques.

A pair of Radarsat images, acquired before and after the eruption of the Nyiragongo volcano (D.R. of Congo) which occurred in January 2002, were used. Fig. 5.1 shows the two images to be compared and a change map produced using ground measure. The images have a ground resolution of 10 m and cover an area of \(4km \times 8km\). The images were ortho-rectified by IGN-F, the French National Geographic Institute, to a UTM35S projection, which was the same as the one used for the reference map. No filtering or calibration was applied to the data. The 16 to 8 bit conversion was performed using a \(3\sigma\) thresholding followed by a linear intensity rescaling. It is worth noting that the image resampling applied in the ortho-registration step modifies the local statistics of the image. Indeed, the image resampling implies local image interpolation which is based on approximation. A bicubic interpolation was used in this case. This type of filter has a smoothing effect which depends on the local shift [?]. Because of these radiometric artifacts introduced during the geometric pre-processing, the theoretical models for SAR statistics may not hold locally. The area at the bottom right hand corner of the ground truth mask corresponds to an area where a severe mis-registration exists due to the lack of a proper digital terrain model. Finally, one has

---

\(^3\) http://www.disasterscharter.org/
Figure 5.1. Data and ground truth for the Nyiragongo volcanic eruption of January 2002.

to take into account the fact that the ground truth is not perfect and that all results presented in this section should be analyzed rather in a relative manner – one detector with respect to another – rather than in an absolute one – absolute value of detection probabilities.

5.1.2. Usual strategies for measuring changes

The scientific community provides a wide variety of methods for change detection using remote sensing imagery. From the study of the different algorithms it was noted that most of these methods are structured in two major steps:

– **Feature extraction** Feature extraction consists in the processing of the available imagery in order to extract useful information and to emphasize the input required by the decision step. These features can be intrinsic features extracted from the images or change indicators like the difference or ratio between the input images.

– **Decision function** The decision function consists of the operations applied on the extracted features in order to produce the decision (i.e. change vs. no change). Finally based on this decision, the output change detection map is obtained.
This is the most generic scheme for change detection, but not all methods follow it [Dre 93]. For instance methods can directly use the available imagery in the decision function without the need for feature extraction.

In the literature, change detection problems are generally addressed for specific types of sensors (i.e. passive or active). The remaining of this section follows this classification.

5.1.2.1. Measuring changes in-between optical images

The most commonly used input for the decision function in change detection methods using passive sensors is the difference image. The difference image is interesting since the noise level in this type of imagery is additive and hence taking the difference between image at time \( t_1 \) (denoted to as \( I_1 \)) and the image at time \( t_2 \) (\( I_2 \)) gives a valid change measure. This kind of difference measure may be applied directly to the pixel value of the images [COP 04, LU 04] or on a transformed representation (e.g. the texture). In fact, textural measures may be calculated separately on each image in order to evaluate their difference to measure a change between the two acquisitions [LI 01].

Other derivations from the difference image can be also used, for example methods based on the Change Vector Analysis (CVA) as in [YOO 03, AVR 02] as well as methods using different versions of the difference image as in [BEA 04] where the authors use low pass versions of the difference image or the difference between local

Figure 5.2. SPOT data used to detect impacted zone after the food in Gloucester, UK, in 2000.
means in order to reduce noise. In [BOV 07], an extent of the CVA technique is presented which takes into consideration not only the magnitude of the change vector but also its phase when the change vector is represented in the polar domain.

The Multivariate Alteration Detection (MAD) is proposed in [NIE 98] as a multivariate change detection technique (which produces a change measure using multiband images at the input). It may be used also when the number of bands in the two input images are not equal or even when the bands proceed from different sensors. The MAD method is based on a linear transformation of bands of $I_1$ and $I_2$ (namely $aI_1 - bI_2$) such as the variance is minimized (given the variances of $aI_1$ and $bI_2$). MAD is insensitive to differences in sensor gain settings, or to linear radiometric and atmospheric correction schemes. MAD, followed by Maximum Autocorrelation Factor (MAF) transformation [NIE 98], gave significantly better results than PCA of the difference measure in the detection of coherent patterns of spatial change in urban zones in Australia. Moreover, the MAD transformation provides a way to combine different data types that may be useful in historical change detection studies. [ZHA 04] et al. propose to improve the estimation of data means and covariance matrix by using two methods: (i) the exclusion of outliers from the computation and (ii) the robust estimation of parameters not to be affected by the outliers. Promising results have been found, however, not quantitative validation information has been given.

Also of great interest, PCA-based techniques have been reported in many applications. Considering now the simple idea of detecting changes between two bands of $I_1$ and $I_2$ using the PCA transform. The basic hypothesis here is that change pixels between the two dates are fewer or much fewer than pixels that represent no change. Therefore, the scatter plot between pixels of the same spectral bands but from two different dates, is similar in shape to a 2D correlated distribution. Then, points along the first Principal Component (PC1) may be considered to as pixels that have not been changed between the two dates, because they are highly correlated. On the other hand, points that have large values of PC2 may be considered to as change pixels. Normally, one may use as many spectral bands as necessary instead of only one to improve the separation of change and no-change areas [FUN 87, BYR 98, FUN 90].

5.1.2.2. Measuring changes in-between radar images

The main difficulty in the multitemporal analysis of SAR images is the presence of speckle noise. When moving away from interferometric configurations, the speckle is different from one image to the other and it can induce a high number of false alarms in the change detection procedure. Because of the multiplicative nature of speckle, the classical approach in SAR remote sensing involves using the ratio of the local means in the neighborhood of each pair of co-located pixels [RIG 93]. The Mean Ratio Detector, MRD, is usually implemented as the following normalized quantity:

$$r_{MRD} = 1 - \min \left\{ \frac{\mu_X}{\mu_Y}, \frac{\mu_Y}{\mu_X} \right\},$$

(5.1)
where $\mu_X$ and $\mu_Y$ stand for the local mean values of the images before and after the event of interest. The logarithm of eq. (5.1) may also be used. Nevertheless, this operation does not modify the performance of the detector in terms of ROC\textsuperscript{4} even if the contrast of the image of change indicator is modified. However, the logarithm is used since it modifies the initial pdf of the image of change indicator and then facilitates the development of Bayesian thresholding approaches [BAZ 05].

This detector is robust to speckle noise but limited to the comparison of first order statistics. The classical model for SAR intensity introduced by Ulaby et al. [ULA 86] assumes that the texture is a zero-mean multiplicative contribution. Therefore, changes taking place at the texture level which preserve the mean value will not be detected by the mean ratio detector. This remark invites a more accurate analysis of the local statistics of the images to be compared. Bujor et al. [BUJ 04] did an interesting work by analyzing the interest of higher order statistics for change detection in SAR images. They concluded that the ratio of means was useful for step changes and that the second and third order log-cumulants were useful for progressive changes appearing in consecutive images in multi-temporal series. Since higher order statistics seem to be helpful, one may want to compare the local probability density functions (pdfs) of the neighborhood of the homologous pixels of the pair of images used for the change detection.

Then a measure derived from Information Theory called the Kullback-Leibler divergence [KUL 51] may be used for change detection purpose [ING 07a]. Let $P_X$ and $P_Y$ be two probability laws of the random variables $X$ and $Y$. The Kullback-Leibler divergence from $Y$ to $X$, in the case where these two laws have the densities $f_X$ and $f_Y$, is given by:

$$K(Y|X) = \int \log \frac{f_X(x)}{f_Y(x)} f_X(x) \, dx.$$  \hspace{1cm} (5.2)

The measure $\log \frac{f_X(x)}{f_Y(x)}$ can be thought of as the information on $x$ for discrimination between hypothesis $H_X$ and $H_Y$ if hypothesis $H_X$ is associated with pdf $f_X(x)$, and $H_Y$ with $f_Y(x)$. Therefore, the Kullback-Leibler divergence $K(Y|X)$ can be understood as the mean information for discriminating $H_X$ and $H_Y$ per observation. This divergence appears to be an appropriate tool when it is considered that changes on the ground induce different shapes of the local pdf. This measure is not symmetric as it stands; \textit{i.e.} $K(Y|X) \neq K(X|Y)$, but a symmetric version may be defined by:

$$D(X,Y) = D(Y,X) = K(Y|X) + K(X|Y),$$ \hspace{1cm} (5.3)

called the Kullback-Leibler distance (KLD).

In the absence of texture, it is known that the radar intensity follows a Gamma distribution. In the presence of texture, the local statistics can deviate from the Gamma

---
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distribution. For instance, if the texture is modeled by a Gamma distribution with a shape parameter, the resulting intensity distribution follows a $K$-law [WAR 81]. More generally, it is now accepted that the statistics of SAR images can be well modeled by the family of probability distributions known as the Pearson system [JOH 94, DEL 97]. It is made up of eight types of distributions among which the Gaussian and the Gamma distributions may be found. The Pearson-based Kullback-Leibler Detector (PKLD) was originally introduced in [ING 03a]. It does not have a unique analytic expression, since 8 different types of distribution may be hold. Therefore, 64 different possibilities for the couples of pdf exist. Once the couple of pdfs is identified, the detection can be performed by numerical integration.

Instead of considering a parameterization of a given density, or set of densities, it may be of interest to describe the shape of the distribution. Such a description is based on quantitative terms that may approximate the pdf itself. The cumulants themselves do not provide such a pdf estimation directly but are necessary to describe its shape: for example, third order $(\kappa_3)$ is linked to the symmetry (i.e. skewness), while the fourth $(\kappa_4)$ is linked to the flatness (i.e. kurtosis). The density is then estimated through a series expansion. In fact, the cumulant generating function is used for such an estimation.

Let us assume that the density to be approximated is not too far from a Gaussian pdf (denoted as $G_X$ to underline the fact that it has the same mean and variance as $X$), that is, with a shape similar to the Gaussian distribution. The density may be expressed by a formal Taylor-like series:

\[
f_X(x) = G_X(x) + c_1 \frac{dG_X(x)}{dx} + c_2 \frac{d^2 G_X(x)}{dx^2} + \cdots = \sum_{r=0}^{\infty} c_r H_r(x) G_X(x),
\]

with $H_r(x)$ known as the Chebyshev-Hermite polynomial of order $r$ [STU 91]. When choosing a Gaussian law so that its first and second cumulants agree with those of $X$, the number of terms of the series expansion is greatly reduced. This is the so-called Edgeworth series expansion. Its expression, when truncated to order 6, is the following:

\[
f_X(x) = \left(1 + \frac{\kappa_{X;3}}{6} H_3(x) + \frac{\kappa_{X;4}}{24} H_4(x) + \frac{\kappa_{X;5}}{120} H_5(x) + \frac{\kappa_{X;6} + 10 \kappa_{X;3}^2}{720} H_6(x)\right) G_X(x).
\]

(5.4)

It can be thought of as a model of the form $X = X_G + X'$ where $X_G$ is a random variable with Gaussian density with same mean and variance as $X$, and $X'$, a standardized version of $X$ [MCC 87] with:

\[
X' = (X - \kappa_{X;1}) \kappa_{X;2}^{-1/2}.
\]
The Edgeworth series expansion of the two pdfs \( f_X \) and \( f_Y \) may be introduced into the Kullback-Leibler divergence (eq. (5.2)). It yields an approximation of the Kullback-Leibler divergence by Edgeworth series, truncated at a given order. In [LIN 99], such an approximation has been truncated to order 4 by using the equality \( \frac{f_X}{f_Y} = f_X \frac{G_X}{G_Y} \), where \( G_X \) (resp. \( G_Y \)) is a Gaussian density of same mean and variance as \( f_X \) (resp. \( f_Y \)). Then, the cumulant-based Kullback-Leibler detector (CKLD) between two observations \( X \) and \( Y \) is obtain [ING 07a]:

\[
\tau_{CKLD} = KL_{Edgeworth}(X, Y) + KL_{Edgeworth}(Y, X).
\]

(5.5)

The reader should note that, like for the Pearson-based detector, despite the apparent complexity of the formulas, only moments up to order 4 have to be computed.

Figure 5.3 shows the change detections, performed by those algorithms, on the Goma case (from Fig. 5.1). The comparisons between the result coming from the MRD and the CKLD are shown in fig. 5.3. Fig. 5.4 gives the ROC plots using the
ground truth of fig. 5.1(c). It shows that the use of KL approximation by the Edge-worth series outperforms any other methods such as model-based (Gaussian-based or Pearson-based) KL distance, or a miss-detection behavior of this detector can be observed because it uses the mean pixel values only. It is interesting to underline the fact that the ratio criterion is not always worse than pdf-based criteria. In fact, a density model has to fit the data in order to yield pertinent results.

Figure 5.4. ROC plots for the different detectors. The cumulant-based Kullback-Leibler detector (CKLD) outperforms all other detectors. The Pearson-based detector (PKLD) gives results identical to the classical mean ratio (MRD). The Gaussian-based detector shows the worst behavior.

5.1.2.3. Taking the decision to yield a change map

After extracting an adequate change measure, the key of a change detection algorithm lies in the decision function. This is the function that “decides” whether a given unit (i.e. pixel, region, cluster, object, . . . ) belongs to the change or no-change class.

The most intuitive approach to take a decision is to threshold the feature images, as performed in [LI 01, ITA 05]. This blind decision, i.e. decision taken pixel by pixel by comparing the feature with the threshold, often suffers from mis- or over-detection. One way to deal with this problem is to take into account the neighborhood of each

5. In order to the ROC plot, the evolution of the detection probability, \( P_{\text{det}} \) as a function of the false alarm probability, \( P_{\text{fa}} \), has been evaluated with a set of constant thresholds applied to the whole detection image.
pixel for decision making about that pixel. A common approach is to use Markov Random Fields (MRF) model, this type of analysis is proposed in [LIU 05, BRU 00, BRU 02, WIE 97, BRU 99, KAS 02, Ami 04]. The MRF information is then integrated in a larger statistical framework, and the decision is taken in favor of the class with the highest probability. The difference between these methods lie within the statistical model (the pdf of the classes, the Bayesian criterion such as MAP or MPM...) and the estimation of the model parameters to make decision unsupervised. A slight modification of this reasoning is presented in [HWA 04] where the authors propose the pdf estimation of the noise in multi-spectral imagery and use this estimation in a model aimed for identifying the behavior of unchanged pixels. For maximum of genericity, no a priori hypothesis should be taken into account. The most flexible algorithms then to be used are the learning based algorithms. These algorithms, which are supervized, are made of two phases : learning and decision making. For this category of methods, the user defines a set of areas that the algorithm uses to learn and then generalize on new unknown data. The two most commonly used algorithms are Neural Networks (NN) [XUE 04, D’A 04, VEL 02] and more recently Support Vector Machines (SVM) [GUO 06, ZHI 06, LI 04, MER 06].

Blind decision, i.e. decision taken pixel by pixel by comparing the feature with the threshold, often suffers from mis- or over-detection. One way to deal with this problem is to take into account the neighborhood of each pixel for decision making about that pixel. A common approach is to consider that the change map follows a Markov model, which has to be recovered from the noisy observation given by the feature image. This type of analysis is considered for example in [LIU 05, BRU 00, BRU 02, WIE 97, BRU 99, KAS 02, Ami 04, SER 06]. The difference between these methods lie within the kind of feature image used, the estimation of the model parameters to make decision unsupervised and the statistical model (the shape of class-conditional densities, the Bayesian criterion such as MAP or MPM...). A slight modification of this reasoning is presented in [HWA 04] where the authors propose the pdf estimation of the noise in multi-spectral imagery and use this estimation in a model aimed for identifying the behavior of unchanged pixels.

Most of the existing methods for automatic change detection employ crisp models and consequently neglect the fuzzy aspect of the scene behavior (change in illumination, sensor degradation, natural evolution of the scene). To cope with such situations, fuzzy set theory and classical change detection techniques have been combined to perform change detection [DEE 98, NEM 04], e.g. in spectral-spatial features maps [HIL 00], as well as in the post-classification comparison context [DEE 02]. An imprecision measure, characteristic of fuzzy approaches, can also be added to the uncertainty measure of statistical models, resulting in original models that are able to take into account both the uncertainty and imprecision of changes. This introduction has been achieved in different statistical contexts : blind and contextual [CAI 97], Hidden Markov Random Field (HMRF) [CAI 93, SAL 97, RUA 02] and in Hidden Markov Chain (HMC) [CAR 06, SAL 06]. In the latter case, the 2D image is first
converted to a 1D sequence by using the Hilbert-Peano scan [SKA 92]. The way used to introduce the fuzzy measure in these models was to consider that the Markovian process does not take its values in a discrete set \{0=no change, 1=change\} anymore, but in the continuous interval \([0, 1]\). Parameter estimation is made unsupervised by original variants of iterative methods such as Expectation-Maximisation (EM), Stochastic EM (SEM) or Iterated Conditional Estimation (ICE).

The fuzzy HMC model proposed in [CAR 06] is now illustrated with the two SAR images in fig. 5.5. The data are two geo-referenced and co-registered 3-look ERS-2 PRI images with pixel sizes of 12.5\(m\) in both azimuth and range directions. They have been acquired in September and October 2000, around the town of Gloucester, England (SPOT images of the same scene are shown in fig.5.2). The scene corresponds to agricultural regions before and during a flood. Flooded areas, which appear dark due to the specular reflectivity of water, are visible along the river in the middle upper part of fig. 5.5(b). In addition to the classical SAR images difficulties, several water surfaces of the scene were exposed to the wind, whereas others were sheltered from it. Frictional stress at the interface between the water and the wind causes the water to move in the direction of the wind, which produces changes of different signs in the log-ratio image, see fig. 5.6(a). Indeed, one can distinguish the main areas corresponding to the flood, as well as some unexpected areas where strong changes seem to have occurred.

![Figure 5.5. Two co-registered ERS-2 PRI images of agricultural regions near Gloucester, England (512 × 512), © ESA, Eurimage distribution.](/ChangeDetection/mercier/figs/carin17.eps) ![December 21, 2000](/ChangeDetection/mercier/figs/carin18.eps)

(a) September 9, 2000 (b) October 21, 2000

To highlight the interest of this approach, fig. 5.6(b) presents the result obtained with the fuzzy HMC model under Gaussian class-conditional densities assumption. The segmentation result produced by the model is not a binary map—“change” (white)
Figure 5.6. Left: Log-ratio feature image. Right: Change detection map.

vs “no change” (black)–, but a fuzzy map with grey levels. Pixels intensities are proportional to the attributed fuzzy membership degrees. Bright intensities thus represent high proportion of “no change”, and dark ones represent high proportion of “change”. The fuzzy HMC model is thus visually interesting on its own, since it allows an expert to interpret the change detection map with its proper knowledge of the scene.

The fuzzy HMC defuzzification result in fig. 5.7(b) has been obtained by performing a threshold at $\varepsilon = 0.5$ on the fuzzy classification result. The corresponding HMC result is presented in fig. 5.7(a). One can easily distinguish in fig. 5.7(b) the main areas corresponding to the flood, whereas the HMC model produces a lot of false alarms.

5.1.2.4. GIS updating from high resolution images

Demand for up-to-date geographic data is increasing due to the fast growth of Geographic Information Systems (GIS). With the improvement of spatial resolution, satellite images are becoming a reliable source of information to gather knowledge and to track changes on the ground for map updating. The problem of GIS revision can be seen as to detect changes between heterogeneous datasets, i.e. the vectorial database made of objects (polygonal shapes, e.g. building, road, lake, fields...) and an image (matrix of pixels). Vector data provides a classified abstract and simplified representation of the landscape, while imagery is an unclassified, continuous and “exhaustive” but resolution-dependent representation of the scene [ALB 08, ARM 02, WAL 04]. Map revision operations for existing topographic databases fall into two parts:

– Change detection, encompassing feature extraction and classification;
– Change insertion into the GIS, integrating the old and new vectorial data.
The particular case where the GIS must be set up in extenso is not considered here. Let \( t_1 \) be the date of the already existing GIS, denoted by \( V_1 \). Let \( t_2 \) be the date of the newly acquired image (e.g. radar or optical image, mono or multi-spectral data), denoted by \( I_2 \) \((t_1 < t_2)\). Revising the GIS consists in including new information extracted from \( I_2 \) (object appearance/disappearance, change in object topology or thematic class) in \( V_1 \) to get \( V_2 \).

Sometimes additional information are also available from archives and can be used to improve the detection process. For example an image \( I_1 \), with the same or with a different modality than \( I_2 \), can also be included to update the GIS. When \( I_1 \) is known, one can think of two strategies to improve updating:

1) applying directly change detection techniques between \( I_1 \) and \( I_2 \). The so-obtained changes are used to update \( V_1 \).

2) learning precisely the rules (geometric, statistic, thematic...) which conduct to \( V_1 \), from \( I_1 \). These rules can then be applied on \( I_2 \) to get directly \( V_2 \) (no updating step is required, at least theoretically).

When \( I_1 \) is not known, these rules must be estimated from available data, i.e. \( V_1 \) and \( I_2 \) only. The initial GIS \( V_1 \) can be seen as a thematic classification of data collected at time \( t_1 \), in which each object is assigned to a class. Most of designed algorithms fall into the Post-Classification Comparison (PCC) methods for which change detection is examined over time between suites of independently characterized thematic categories (map-to-map comparison). In this way, it is possible to detect changes and to understand the kinds of transitions that have taken place. The way PCC is done is based on
spatial reasoning which described spatial relation [ALB 08], or by mean of fuzzy set theory [FOO 99]. But it is important to note that this method depends on the results of the classification of both images and data stored in GIS database. In particular, the final change detection map exhibits an accuracy close to the product of the accuracies yielded at the two times [COP 04]. This is due to the fact that PCC does not take into account the dependence existing between two images of the same area acquired at two different times, while Direct Multidata Classification (DMC) [SCH 03] (also called Joint Characterization in [DER 03]) is able to overcome this problem. In this technique, pixels are characterized by a vector obtained by stacking the feature vectors related to the images acquired at two times. Then, change detection is performed by considering each transition as a class and by training a classifier to recognize the transitions.

Before PCC be applied, \( I_2 \) must be segmented, and numerous existing algorithms are available. Segmentation algorithms can be applied on the image itself or on some valuable criteria such as, on optical images, Normalized Difference Vegetation Index (NDVI), Soil Brightness Index (SBI), Wetness Index (WeI) and or Water Index (WaI) to exhibit objects of interest in the scene. Segmentation methods are categorized into

- **supervised**, and the available GIS is used to defined learning areas for parameter estimation (e.g. maximum likelihood classification, Neural network [UTO 07, PAC 07], SVM [GUO 06]), or

- **unsupervised** and all needed parameters are learned automatically (e.g. Isodata, also known as k-means, or EM-based statistical classifier).

The object-based approaches are different from the pixel ones in the sense that classification is performed on groups of pixels that represent already existing objects in the GIS database [WAL 04]. [IM 05] et al. proposed a change detection model based on neighborhood correlation image analysis and decision tree classification. [FRA 05] et al. used coarse spatial resolution imagery while [DES 06] et al. used statistical object-based method for forest change detection. [BON 08] et al. developed a method accounting for temporal dependencies in time series with medium to coarse spatial resolution.

5.1.3. New constraints due to high resolution images

Many techniques have been proposed for change detection in medium resolution radar or multispectral data. Most of them produce reliable change detection maps by analyzing locally the two images \( I_1 \) and \( I_2 \). However, the availability of very high resolution data (formally under 1m, e.g. images acquired by Quikbird and Ikonos satellites) results in a new set of possible applications, which requires the generation of change detection maps characterized by both a high geometrical precision and the capability of properly modeling the complex objects/areas present in the scene. Nonetheless, classical change-detection techniques are ineffective on very high resolution
images, as they often assume spatial independence among pixels, which is not a reasonable approximation in high geometrical resolution data.

In fact, the increase in the resolution induces new constraints that are more complex to mitigate:

1) Geometrical considerations. The increase in the resolution makes the evolution of the viewing angle very sensitive to the shape of objects, especially on urban areas. Some characteristic points may appear differently or may be hidden from one image to another. Then, image superposition is becoming difficult. Moreover, it is a challenging task without knowledge of Digital Elevation Model (DEM) or in presence of changes [CHE 07].

2) Radiometrical considerations. The increase in the resolution increases the impact of shadows in objects definition. On the other hand, observation may be affected by BRDF (Bidirectional Reflectance Distribution Function) consideration. Moreover, a class that is homogeneous in its definition (e.g. a field) may appear strongly heterogeneous in high resolution (e.g. grass or bare soil).

3) Dynamical consideration. The increase in the resolution better characterizes objects of meter-scale (cars, animals, trees…) that may move or appear differently from one date to another.

For these reasons, it is necessary to develop advanced context-sensitive change-detection methods capable to properly exploit the specific properties of very high resolution images [DES 04, ING 07b].

5.2. Time Series Analysis in Remote Sensing Images

5.2.1. Constraints

In this context, a change may be considered to as an alteration in the surface components [MIL 88]. This definition may be extended to any type of changes, not only those related to vegetation cover. [SIN 89] defines the process of detecting a change as the process of identifying differences in the state of an object or phenomenon by observing it at different times. The rate of change can be either gradual, such as biomass accumulation or abrupt, as in cases of floods or fires. In a change process, if a type of cover is substituted by another one, then it concerns land-cover conversion process. An example is the conversion of forest areas to agricultural ones. A change may also occurs also without modifying the class of the vegetation entity. In this later case, it is related to land-cover modification. As an example, a forest may evolve from unmanaged to managed one.

A change may occur at a variety of temporal scales. From this fact, it is critical for [HOB 90] to take into account variability at one scale when trying to interpret...
changes at another. As an example, examination of year-to-year variability must take seasonal changes into account. The same author cited the types of variability that have to be considered as:

1) Seasonal response, distinct seasonal activities of the vegetation covers.
2) Interannual variability, changes from one year to another within same seasons.
3) Directional vegetation change, a progressive or irreversible change in the vegetation cover which may be caused by:
   a) Intrinsic vegetation processes (*i.e.*, succession);
   b) Land-use and other human-induced changes;
   c) Changes in global climatic patterns.

Also, a change may occur at a variety of spatial scales. Researchers studied changes at different spatial scales according to their research objectives. According to these different types of change and change scale, satellite images used to reveal these changes have to be selected with care. Temporal trajectory analysis is used when a seasonal study is to be conducted. Therefore, a time profile of remotely sensed features is constructed from daily images provided by sensors that have a high revisit frequency.

Change detection based on such profiles has been proved to be appropriate for studies at regional scales [LAM 97]. An advantage of this method of change detection is that, changes related to season-scale can be separated from other changes. However, satellites that provide data at high temporal frequency has moderate (*e.g.* 250m) to low ground spatial resolution (greater than 1km). At such spatial scales, some of changes are not detectable, which is the case with fragmented surfaces as those of the Brittany region in western France for instance.

Since end-members are considered to be representative to the spectral signature of known natural spectral signals (*e.g.* canopy, soil, shadow...), they have the advantage of providing physically based standardized measures of fractional abundance. Accordingly, temporal changes are reflected in the proportion of each end-member, particularly changes that modify the cover and do not replace it totally [COP 04].

Multi-temporal Spectral Mixture Analysis (MSMA) algorithms were implemented with good results by Adams *et al.* [ADA 95] to monitor the physical nature of land cover changes in the Brazilian Amazon with four time-sequential Landsat TM images. They used a four end-member model consisting of green vegetation, soil, shade and non-photosynthetic vegetation. Fractions of end-members were used to define seven categories, each of which consisted of one or more classes of ground cover. To detect changes from year to year, they measured the differences in the end-members fractions. Roberts *et al.* [ROB 98] introduced the Multiple End-member SMA (MESMA). By this method, the number of end-members and types are allowed to vary for each pixel in the image. They implemented an iterative process whereby a reference spectral library was manipulated in order to derive candidate reference end-members for each
pixel. Although this method was applied to a hyper-spectral data, which allows large number of end-members to be modeled across the scene, it may be applied to multi-spectral data where the number of end-members to be modeled are larger than the dimensionality of the data. Coca et al. [Cam 04] presented the Variable End-member SMA (VESMA) to map the fractional vegetation cover and to study the seasonal changes of the vegetation cover. Instead of modeling each pixel in the scene by a sub-set of end-members, as in [ROB 98], they classified the Landsat images and allowed each class to be modeled by a subset of the reference end-members. The major advantage of SMA and its variations (MSMA, MESMA, VESMA...), when compared with other change detection algorithms, lies in its capability to recover natural ecosystem change signals at much finer event scales, e.g. thinning in forest ecosystems.

The main difficulty remains in the definition of normal change without prior information. An other difficulty that appears in operational monitoring is the use of heterogeneous data. Three of them will be detailed in this chapter:

1) Time sampling. The general difficulty is related to non-uniform sampling for time series analysis. The problem focuses here on the similarity measure of two time series that are not sampled in the same way.

2) Data validation. Due to geometrical aspects or weather conditions, some samples may not be usable and need first to be recovered to complete the time series before analysis.

3) Data resolution. At present time, spaceborne observations cannot perform fine temporal sampling associated to high spatial resolution observations. Specific studies have to be developed to perform change detection through observations at several resolutions.

5.2.2. Non-homogeneous time series

5.2.2.1. Similarity measure between time series

The information in a time series may be used to detect not only changes from one season (or from one year to another), but also the drifts from the normal behavior in one season (or one year). This idea is used in [PLI 00] about the impact of the El Niño-Southern Oscillation (ENSO) on East African ecosystem. A temporal trajectory of Advanced Very High Resolution Radiometer (AVHRR) $8 \times 8$ km data has been used to cover the period from 1981 to 1994, and two biophysical indicators from this huge source of information has been extracted: NDVI and Surface brightness temperature. Afterward, the monthly anomalies have been calculated by using the Z-score $\frac{x_i - \mu}{\sigma}$, where $x_i$ stands for the data value of a given month $i$, $\mu$ for the mean data value for that month across all years and $\sigma$ for its the standard deviation. Thereafter, the time series of monthly anomalies is used to study the effects of the ENSO on the vegetation productivity and the surface temperature of the East Africa.
In [DEF 95] many other metrics may be found. They have been used in analyzing a time series AVHRR images. These metrics have been derived from the NDVI temporal profile, observations in red, infrared, and thermal bands. Authors have shown that the separability between classes is improved by using these metrics and recommended 6 robust metrics out of the 16 metrics investigated, i.e. mean NDVI, maximum NDVI, NDVI amplitude (the difference between the maximum and minimum NDVI), near-infrared reflectance at maximum NDVI, red reflectance at maximum NDVI and maximum land surface temperature.

An alternative strategy in change detection could be the definition of a similarity measure for “similar evolution” instead of a full characterization of the temporal dynamics of the surface components. This is specifically interesting when the temporal sampling is not similar from a time series to an other one to be compared. Through this point of view, orders in which events appear are more relevant than values of the events measure (i.e. spectral signature). Then the exact position and multiplicity of states along the time is ignored: only the order is considered relevant. This means that two sequences can be considered similar as soon as their various elements denote successive states that are similar enough, without taking into account the position of the states in the sequence. As an intuitive example, consider two sequences whose states are denoted A and B, with the first sequence being A - A - B and the second A - B - B. These two sequences can be considered very similar, and their common “behavior” can be summed up as “first A then B”. If the data come from multi-date remote sensing images, such a notion of similarity captures the notion of ground evolution, regardless of the rhythm of evolution. Of course, capturing sequence similarity requires to be able to compare pixels from different (single-date) images, as well as being able to “realign” sequences during comparison.

![Figure 5.8. Similarity measure between two series of different size](./ChangeDetection/mercier/figs/coupling.eps)

The simple example in Fig. 5.8 illustrates the previous definition [KET 07]. Note that the two sequences \( \{s_1, \ldots, s_4\} \) and \( \{t_1, \ldots, t_5\} \) of 2D points are of different lengths, and that straight lines connecting the points are here only to illustrate the order
in which the points appear, and are not considered part of the sequences. One possible coupling procedure can be written down as \{(1, 1), (2, 1), (3, 2), (3, 3), (4, 4), (4, 5)\}. There are several ways to interpret this coupling. The most intuitive would be to consider that the data went through three distinct “states”, the first being drawn by data points \(s_1, s_2\) and \(t_1\), the second by \(s_3, t_2\) and \(t_3\), and the third by \(s_4, t_4\) and \(t_5\). Another interpretation would simply use the six couples as a characterization of the evolution of both sequences. In that case, a sequence may have a single observation to represent several successive “states” (e.g., \(t_1\) is part of two successive couples). Finally, the overall similarity measure is based on the sum of each elementary distance between coupled “states”. This point of view has been developed in [KET 07] for SPOT-based temporal-spectral clustering approach. It yielded valuable results with promising perspectives on progressive change detection from long time series and also on anomaly detection.

5.2.2.2. Recovering missing data in a time series

Images from passive sensors are sensitive to weather conditions. When present, coulds and their shadow blur the corresponding pixel and make it unusable. When cloud coverage is rare, a rejection procedure of contaminated data may be used (it may concern the affected pixels, inclusive tiles or the complete image.) When the impact of cloud contamination is more important, some compositing techniques have been proposed for low-resolution data (such as AVHRR, MODIS or MERIS...) But it remains a severe problem for higher resolution data when cloud coverage makes a large amount of data unusable.

Therefore, many papers have been published to deal with the problem of clouds and cloud shadows detection, removal and reconstructions. High resolution images (Landsat/ETM+, SPOT/HRVIR, Aster...) have two main differences from low resolution images. Firstly, they hold more information in their spatial domain. Secondly, they are obtained at infrequent time intervals. Accordingly, a recovery process from a high resolution image contaminated by clouds or shadows depends on either the characteristics of the image itself [CHE 05, CHU 04] or on a limited number of images [MEL 06]. Whereas, low resolution data have the advantage of high temporal resolution. Accordingly, one can process many images that encompass a short period of time and select best observations from these images, considering that no changes on the landscape have taken place. Here, we focus on the low resolution data recovering when affected by weather conditions.

Modeling and recovering from a specific type of clouds, the cirrus clouds which normally exist in the upper troposphere and sometimes extend to the stratosphere, has been treated in [Bo- 02]. Authors have found that narrow channels near the center of the strong 1.38\(\mu\)m water vapor band are effective in detecting thin cirrus clouds. Therefore, they have developed a mathematical model to correct the attenuation caused by these clouds in the 1.38\(\mu\)m and visible bands. They have obtained good results with MODIS and AVIRIS data.
Most algorithms used in the literature to deal with different types of clouds are those based on using a time series of spatially low resolution data. There are mainly two types of such algorithms: interpolating and compositing ones.

An ecosystem-dependent interpolating algorithms is used in [MOO 05] to fill missing or seasonally snow-covered data in the official MOD43B3 albedo product. It is based on the computation of pixel-level and regional ecosystem-dependent phenological curves. Missing temporal data associated with a given pixel are reconstructed from the most appropriate curve among the available pixel-level and regional curves.

Compositing procedures are much wider used for recovering data from bad weather conditions. They do not require neither modeling different land covers nor *a priori* information on the phenological curves of different ecosystem. The most commonly used compositing method, applied on optical sensors, is the Maximum Value Composite (MVC) [HOL 86, LAS 06], which is mainly applied to AVHRR or SPOT VEGETATION. MVC intends to compose the NDVI by taking into consideration the overall data for a predefined time period. The goal is to keep the best observation considering that, for a given period, the maximum NDVI value is related to land surfaces. This method is applied to dense time series of images with often one image per day. As a matter of example, if we consider a 16-day compositing period, the algorithm assumes that no significant change on the land cover may occur during this short period. Hence, choosing the highest NDVI observation from this period, into the time series, will automatically eliminate pixels affected by clouds and other atmospheric phenomena. Even if it is considered as the reference method for image compositing, MVC has several drawbacks [CIH 94, EKL 95, CHE 03]. Some observations are often replaced by the NDVI maximum value, which is not necessarily the best NDVI value available. Moreover, MVC prefers forward scattering observations and increases NDVI values. As a result, the association of pixels acquired with different observation angles creates patchwork artifacts. MODIS vegetation index compositing method is an improvement of the MVC method that considers a Constrained View (CV) angle in addition to the original MVC. The CV-MVC method selects the highest vegetation index value with the lowest sensor viewing zenithal angle [XIA 03]. Although this method reduces effects of high sensor viewing angles, some artifacts remain in the time series [HUE 02]. Many other criteria have been introduced as an alternative to the MVC method, which may be more suitable for some specific problems, such as the Maximum Surface Temperature (MaxTs) for burned scar mapping. A discussion and assessment on different compositing algorithms may be found in [CHU 05]. The Best Index Slope Extraction (BISE) algorithm was proposed in [VIV 92] as an alternative to the MVC method for reducing noise in NDVI time series. It is based on the assumption that sudden falls of vegetation indices are not related to vegetation phenology and should depend on clouds or cloud shadows. Furthermore, a decrease in the NDVI values cannot be immediately followed by an increase of NDVI, because vegetation growth is relatively slow. This method is generally used to monitor inter-annual changes at global scale [WHI 97, REI 07].
Whatever the compositing method, artifacts still remain in the images. Therefore, it is generally necessary to denoise time series as a preprocessing step. The most commonly used techniques for removing local errors are the temporal averaging or median smoothing of time series [REE 94]. The goal is to derive annual phenology at a global or a continental scale [DEF 94, DEF 95, LOV 00]. This preprocessing step can also be applied by using the Fourier transform or the wavelet decomposition technique in order to extract phenological metrics [SAK 05, ROE 00, MOO 01, JAK 01]. These last two methods are used to extract a representative curve of vegetation phenology by vanishing changes of high frequency. Similarly, a robust estimator was used in [LEC 05] to recover a time series of NDVI, issued from MODIS images, to monitor land use and land cover changes in the Brittany region of France. Denoising methods based on the Fourier transform, the wavelet decomposition or any robust estimator cannot be used to distinguish artifacts from natural changes because they are based on a frequency threshold. Consequently, small variations are rejected even if changes are related to land surface. The use of a robust estimator to recover time series renders the same drawbacks, but it is possible to recover time series based on a contextual model [MEL 06].

Interpolation methods depend either on a well defined mathematical model or on a previously acquired phenological curves. On the other hand, compositing and denoising methods are generally applied to NDVI time series or biophysical indices to observe inter-annual changes in the vegetation growth. Although NDVI has proved to be robust enough for assessing the total amount of green vegetation and the phenology of vegetation (e.g. plant greenup and senescence), it has shown limitations in the evaluation of the vegetation cover fraction, since vegetation cover and NDVI are not linearly dependent [BAR 93, GIT 02].

Therefore, a data recovering technique has been selected for its capability to use complete spectral signature of the MODIS observations. This technique is required also to avoid the need of regularly sampled data over time. Then, reflectance denoising from clouds and associated shadows has been investigated, in this study, without NDVI composition or interpolation procedures.

A nonparametric regression procedure adapted from the Kohonen’s Self Organizing Map (SOM [KOH 97]) is deeper detailed in this chapter. It uses the ability of the SOM to process incomplete data, data that has some missing values, which has been validated in [COT 05, FES 02]. The problem of processing a MODIS time series affected by atmospheric perturbations may be formulated as a problem of incomplete time series. The erroneous values, pixels contaminated by clouds or shadows, has to be detected first by means of an outlier detector. Detected erroneous values are marked as missing values and then are recovered by the SOM algorithm for missing values. A SOM may be trained on incomplete or complete data, when available. Once trained until convergence, the SOM can be used to estimate the missing values in the time series.
Observations (*i.e.* temporal profiles associated with each pixel) are supposed to be clustered into \( M \) classes of \( \mathbb{R}^n \) (here, \( n \) is the number of dates in the time series). \( x \) denotes the temporal signature of a given pixel. When the input observation \( x \) is an incomplete vector, the set \( \mathcal{M}_x \), a sub-set of \( \{ t_1, t_2, \ldots, t_n \} \), is introduced to define the indices of the missing values. The winning neuron \( C_{m_x}(\ell) \) related to \( x \) is usually found by using

\[
\| x - C_{m_x} \| = \min_{m \in \{1, \ldots, M\}} \| x - C_m \| \tag{5.6}
\]

at iteration \( \ell \). When facing incomplete vector \( x \), the distance \( \| x C_m(\ell) \|^2 \) is computed with the valid components of \( x \) only.

If incomplete observations are to be found in the training set, the update of the nodes (the best-matching one, \( m_x \), and its neighbors in \( N_{m_x}(\ell) \)) affects the valid components only. By denoting \( C_m(\ell) = (C_{m;1}(\ell), \ldots, C_{m;k}(\ell), \ldots, C_{m;n}(\ell))^t \) the components of vector \( C_m(\ell) \) and \( x = (x_1, \ldots, x_n)^t \), the standard Kohonen’s SOM training procedure becomes [ABD 08]:

\[
C_{m;k}(\ell + 1) = \begin{cases} 
C_{m;k}(\ell) + h_{m,m_x}(\ell) \left[ x_k - C_{m;k}(\ell) \right] & \text{for } k \notin \mathcal{M}_x, \\
C_{m;k}(\ell) & \text{otherwise.} 
\end{cases} \tag{5.7}
\]

This technique has been applied to a set of MODIS data dedicated to identifying bare soils in the Brittany region during the winter season. Unfortunately, most of observations are not usable due to the presence of clouds or shadows. In order to make such a monitoring available, it is necessary to process as most data as possible.

Ten images are available from November 25, 2002 to April 16, 2003. Almost all the images captured between these dates are contaminated by clouds, but these dates were selected indeed for their minimal amount of cloud coverage. Only bands 1 and 2 of the MODIS data have been processed due to their 250m spatial resolution. Therefore, the SOM algorithm for missing values will be applied twice : one process dedicated to the data set constituted by the 10 dates of red reflectances and another independent process applied to the data set constituted by the 10 dates of near-infrared reflectances. The method can be applied in the same way to any other reflectance channel. Fig. 5.9 shows the near-infrared bands at 4 dates during the year 2002 over the Brittany region and the reconstructed data which have been validated by COSTEL for land-use application [ABD 08].

The number of neurons in the SOM grid has to be fixed to come to a compromise between the processing time and the required quantization error (average distance between each vector in the test data to its Best Matching Unit (BMU) in the SOM grid.) One can begin by a reasonably small map, say \( 12 \times 8 \), and increase the size of the map to reach a satisfactory quantization error. In our application, an average quantization error of 0.0327 (in the Mean Square Error sense) was obtained in a reasonable time
Figure 5.9. Typical examples of MODIS data affected by clouds at near infrared band (250m of spatial resolution). The column on the left show some example the original data at time $t_1$, $t_3$, $t_6$ and $t_8$. The column on the left show the recovered images (by using 10 dates. All of them are contaminated but one).

of 45 sec. This average quantization error was considered to be reasonably small with respect to the reflectance values in the data set and the dimension of the time series.
(10 dates). It is also advisable to have a rectangular shape map if the data are correlated. Then, a rectangular shape of $50 \times 20$ of the SOM grid has been chosen for this application.

5.2.2.3. Super-resolution

In change detection application for vegetation monitoring or classification map update, a high frequency of data acquisition is often required, leading usually to the use of coarse spatial resolution time series. Moreover, if a high frequency of acquisition is mandatory for vegetation monitoring, spatial resolution is also necessary in order to locate objects of interest. As the remote sensing images dedicated to vegetation can not be acquired with both a high spatial resolution and a high temporal frequency, high temporal frequency is often chosen first. Then it is necessary to detect land-cover changes at subpixel scale, by comparing a coarse resolution (CR) time series to a former high resolution (HR) reference classification. Indeed, such a comparison allows to follow objects that are observable in the HR classification but impossible to distinguish at a CR. The classification is hence used as a mask enabling to study the coherence between the time series and the classification.

In [ROB 07], an a contrario detection model has been built that enables to combine linear mixture models. It allows to manage the change in resolution as well as the change vs. no change decision balance with a single probabilistic criterion. This criterion allows the detection of the most coherent solution according to a given classification (that is, a given high-resolution label map), controlling the expected number of false alarms. The complementary of this sub-domain is then considered as the set of pixels about to represent changes. The a contrario detection [DES 07] enables to compute a level of significance without modeling changes nor quantifying the expected differences (noise, distortions, intrinsic variability...), that is with very few a priori information. It relies on the idea that a given structure is to be detected if its occurrence is a very unlikely event according to a naive random model on the data. In the context of change detection, this idea is particularly interesting as changes cannot be reasonably modeled through a list of all possible changes (crop rotation, forest cuts or fires can occur on the Earth surface with various size and radiometric intensities). Moreover, an a priori model of the no-change surface is also physically difficult to define as temporal evolution profiles of different land-covers vary from a year to another and from a geographical area to another. The aim of a contrario modeling is not to reasonably model the data but rather to define a noise model against which significant structures in the data will be detected. Most of the time, this naive model is defined as Gaussian random field of given variance. Performances resulting from a theoretical study of the model according to its main parameters are mentioned in [ROB 07]. Some results have been presented for an agricultural site of the Danubian plain (Rumania, ADAM database).
5.3. Temporal Analysis of SAR Interferometric data

The high potential of Synthetic Aperture Radar (SAR) images for change detection applications is related to the capability of acquiring images night and days, independently from the weather conditions. This allows to obtain images very fast after an event, for instance in the case of a disaster as illustrated in Fig. 5.1, and also to built time series to monitor progressive changes and temporal evolutions as described in the previous section. Moreover, SAR sensors provide complex images and both amplitude and phase carry information which may be useful for change analysis. In this section, we will focus on the use of the phase information and more specifically on repeat pass SAR Interferometry (InSAR) which measures phase differences between two SAR images acquired at different time. We first recall some constraints to use interferometric data and introduce the two main products: the interferogram and the coherence images. The potential and the limitations of these images for change analysis is illustrated with an application: the monitoring of Alpine glaciers by SAR differential interferometry.

5.3.1. Constraints

SAR interferometry is based on the computation of the phase difference between two SAR images acquired either simultaneously with a spatial baseline between two antennas in a bistatic configuration (data provided up to now by airborne systems or by the SRTM mission and starting 2009 by the satellite TerraSAR-X tandem mission) or by repeated passes of the sensor. The spatial baseline creates a stereoscopic configuration which allows to measure the topography whereas the time interval between the two acquisitions (also called temporal baseline) allows to observe surface change and target displacement between the two dates. Differential SAR interferometry (D-InSAR) consists in removing the geometrical phase component due to the topography (by using an external Digital Elevation Model or several interferograms) in order to measure the displacement field associated to abrupt or progressive changes such as earthquakes, volcano activity, urban subsidence, glacier motion...

The InSAR information is extracted from a pair of complex SAR images, $u_1$ and $u_2$, by a processing chain which includes the following “critical” steps:

– SAR synthesis where interferometric constraints are taken into account in order to reduce the noise (the same zero Doppler has to be used to observe targets from the same viewing angle and the non-overlapping parts of the spectra are removed),

– sub-pixel cross-registration of the two resulting Single Look Complex images in order to measure the phase difference from the same resolution cell,

– computation of the normalized complex correlation between these two images:

$$\rho e^{i\phi} = \frac{\langle u_1 u_2^* \rangle}{\sqrt{\langle |u_1|^2 \rangle \langle |u_2|^2 \rangle}}$$

(5.8)
by replacing the mathematical expectancy $\langle \rangle$ by a spatial averaging under the assumption of local stationarity:

$$\hat{\rho}(m, n)e^{j\hat{\phi}(m, n)} = \frac{\left| \sum_{i=1}^{L} u_1(i)u_2^*(i) \right|}{\sqrt{\sum_{i=1}^{L} |u_1(i)|^2 \sum_{i=1}^{L} |u_2(i)|^2}}. \quad (5.9)$$

The magnitude of the correlation provides the so-called coherence image $\hat{\rho}(m, n)$ and the argument $\hat{\phi}(m, n)$ the interferogram.

- in the case of differential interferometry, the removal of the topographic fringes by subtracting the estimated path differences due to the target distance to the two sensor positions provided by the orbital data.

- phase filtering to reduce the noise, especially in low coherence areas.

- phase unwrapping (in the areas where the phase signal is reliable) to retrieve the $2\pi$ multiple to be added to the fringes to obtain a continuous measure.

The phase of the complex SAR image can be decomposed in two terms, one due to the propagation between the antenna and the “phase center” of the resolution cell, and one due to the backscattering process which depends on the surface characteristics (dielectric constants, surface roughness, wave penetration...) The main constraint of InSAR technique is that the “backscattering” term is the same in the two acquisitions and disappear when the phase difference is computed. This is necessary to access to the “propagation” term and retrieve the position or displacement information. If surface change occurs between the two acquisitions (vegetation natural evolution, deforestation, flood, etc.), the “backscattering” term is different between the two acquisitions and introduce noise in the interferogram. Small changes at the scale of the wavelength create a noise level which can be recovered by filtering techniques whereas strong changes results in a uniform phase distribution which totally hides the “propagation” term. The coherence level reveals this phase instability and can be considered as an indicator of changes in the backscattering surface as illustrated in section 5.3.2. The coherence image, usually after appropriate filtering, is also used as a confidence measure to reveal the areas where the phase information is reliable.

Even when the coherence level is sufficient to observe fringe patterns, the interferogram measures a propagation path delay variation which may suffer from different artefacts. The mains error sources are the correctness of the DEM (the sensitivity increases with the baseline), the lack of precision in the orbits and different propagation speeds due to variations of the atmospheric conditions within the scene between the two acquisitions. The artefacts known as “atmospheric perturbations” are actually the main limitations in the precision of D-InSAR measurements. Different approaches based on the use of interferogram time series have been introduced to overcome these difficulties. Some methods dedicated to the analysis of interferogram time series will be briefly introduced in subsection 5.3.3.
5.3.2. Analysis of coherence information

5.3.2.1. Sources of decorrelation

A major limitation on the applicability of interferometry is the preservation of coherence. An analysis of the sources of decorrelation in interferometric radar echoes may be found in [ZEB 92]. Zebker et al. have proposed to separate decorrelation due to sensor geometry from that dependent on temporal changes. The observed coherence (denoted \( \rho_{\text{total}} \)) can be written as the product of three terms as:

\[
\rho_{\text{total}} = \rho_{\text{SNR}} \cdot \rho_{\text{temporal}} \cdot \rho_{\text{spatial}}
\]

(5.10)

where \( \rho_{\text{SNR}} \) is the decorrelation term due to the signal to noise ratio. \( \rho_{\text{temporal}} \) corresponds to decorrelation induced by changes in the target surface between the two SAR acquisitions. It includes decorrelation due to surface change (e.g. vegetation growth, ice freezing or melting) and motion (e.g. subsidence, glacier displacement, landslide). \( \rho_{\text{spatial}} \) corresponds to decorrelation induced by the sensor geometry. Indeed, for an interferometric configuration, the two sensors are separated by a spatial baseline. This leads to observe the target with a slightly different incidence angle and causes a spatial baseline decorrelation.

5.3.2.2. Multi-date coherence analysis

The potential of SAR interferometry to monitor changes depends on the combination of these decorrelation sources in the available data sets. For glacier monitoring for instance, most of the results have been obtained by using 1-day interferograms. In [TRO 07], a series of tandem interferograms has been analyzed to investigate the complementarity of InSAR data with summer optical data and ground measurements. Fig. 5.10 illustrates 5 interferometric coherence computed from July 1995 to April 1996 over the Chamonix/Mont-Blanc test-site.

Among the five interferometric couples shown in Fig. 5.10, the highest coherence is observed in March 1996. Indeed, almost 45% of the Argentière glacier has a coherence greater than 0.5. This couple has the smallest perpendicular baseline (\( B_\perp = 9\text{m} \)). Moreover, the interferograms acquired in winter show a better coherence than those acquired in the other seasons. Compared to March, the 31 Dec.95/1 Jan.96 interferogram shows a loss of coherence. This loss is observed on glacier (2%) and non glacier (7%) areas. The large perpendicular baseline (\( B_\perp = 208\text{m} \)) causes a significant spatial decorrelation, especially in the valley forested areas. In warmer seasons (October and April), coherence is preserved only on the upper parts of the glaciers. Indeed, for low altitudes, the higher temperature leads to a relevant change of the glacier surface state and causes a loss of the interferometric coherence. For the same reason, during the hot season, coherence is not preserved on the whole surface of the nine observed glaciers.
Figure 5.10. ERS-1/2 tandem interferograms over Chamonix Mont-blanc area (1024×1024 pixels). (a) glaciers mask; (b)-(f) Coherence filtered by amplitude driven adaptive neighborhood, from summer 1995 to spring 1996.
In April 1996, coherence is preserved only on the upper part of the Argentière glacier. 35% of the pixels have a coherence greater than 0.5, whereas on the Mer de Glace/Leschaux glacier, only 1% of the pixels preserve the coherence. As the altitude is higher on the top of Argentière glacier than on the Mer de Glace/Leschaux glacier, coherence preservation may be dependent on glacier elevation. To investigate this relation, a Digital Terrain Model (DTM) has been used to build a mask of visibility. This mask determines which regions are not visible (foldover, shadow) on the ERS-1/2 images. Then, the transformation from ground geometry to the SAR slant range geometry is coded in a look up table which is used to convert the mask of visibility and resample the DTM in slant range. Only visible regions are taken into account in the plot of the coherence as a function of altitude. Fig. 5.11 shows the average coherence as a function of the altitude and slope on the Argentière glacier. A low coherence can be observed in December 1995 (green line) due to the large baseline of this interferometric pair. The significant change of the glacier surface state in summer does not allow a coherence preservation. Note that in October 1995, March and April 1996, coherence increases with altitude on the Argentière glacier. Nevertheless, for high altitude ($\geq 2900$ m), coherence falls down. This decrease is explained by the increasing of slope at those altitude.

5.3.3. Analysis of phase information

5.3.3.1. Sources of fringe patterns

The phase difference $\hat{\phi}(m,n)$ estimated by the computation of the interferogram according to equation (5.9) includes several contributions which can be decomposed
Change detection

\[ \hat{\phi}(m, n) \equiv [\phi_{\text{orbit}} + \phi_{\text{topo}} + \phi_{\text{disp}} + \phi_{\text{atmo}} + \phi_{\text{noise}}] \mod 2\pi \]  

(5.11)

where:

- \( \phi_{\text{orbit}} \) is the phase variation corresponding to the path difference induced by
  the baseline between the two passes. Normally, this term should be removed in the
  processing by using the satellite orbits (or the flight trajectories for airborne data).
  However, a very low frequency fringe pattern may subsist across the interferogram
  due to the imprecisions of the orbits. A posteriori corrections are often performed to
  remove the remaining orbital fringes by subtracting a first order phase model estimated
  from the areas where the phase signal should be constant.

- \( \phi_{\text{topo}} \) is the phase variation due to the topography. If the elevation
  \( z \) is known, this term can be compensated according to the baseline component perpendicular
  to the line of sight \( B_{\perp} \), the local incidence angle \( \theta \) and the distance to the sensor \( R_1 \):

\[ \phi_{\text{topo}} = \frac{4\pi}{\lambda} \frac{B_{\perp}}{R_1 \sin \theta} \Delta z = \frac{2\pi}{e_a} z \quad \text{with} \quad e_a = \frac{\lambda R_1 \sin \theta}{2 B_{\perp}} \]  

(5.12)

where \( e_a \) denotes the height of ambiguity, which is the height difference corresponding
  to a \( 2\pi \) phase rotation. If the DEM used to remove the topographic phase contribution
  has error, every differential interferogram built with this DEM contains residual fringes at the same
  location and the number of fringes is inversely proportional to the height of ambiguity. With a single
  interferogram, it is difficult to discriminate this artefact from other phase signal whereas by using a series of interferograms, the linear relation with the baseline can be used to detect the DEM errors as illustrated in
  Figures 5.12–e,–f.

- \( \phi_{\text{disp}} \) is the sought-after phase signal which measures the projection of the surface
  displacement in the direction of the SAR line of sight. The detection of this signal
  provides both a quantitative and qualitative information regarding the studied phenomena. Qualitatively, the detection of a displacement informs on the presence of the phenomena (urban areas affected by subsidence for instance) and potential sources of risk: building displacements, landslides... Quantitatively, the precision of the displacement measure can reach centimeters in X and C band and even millimeters by using interferogram time series. This allows to derive information regarding the amplitude of the deformation or to invert the geophysical model parameters of the phenomena which creates the measured surface displacements (slip distribution on a fault during an earthquake [PED 03], magma transport and storage [FRO 04], etc.),

- \( \phi_{\text{atmo}} \) is the delay due to variations of the atmospheric conditions between the two acquisitions. The variations of the propagation in the ionosphere are usually considered as very low frequency artifacts and can be corrected by the same approach as orbital errors. The variations of the propagation in the troposphere are mostly related to the water vapor pressure and temperature (Smith and Weintraub formula) [TAR 96].
which can vary locally in the scene and change between the two acquisition according to the meteorological conditions. These artifacts create “undesirable changes” in the interferogram which have to be discriminated from the phase signal related to the studied deformation.

\[ \phi_{\text{noise}} \] is the noise which affects the wrapped phase. Mis-registration and temporal decorrelation are among the main source of noise. The main consequence of this noise is the increased difficulty of the phase unwrapping step since the wrapped phase gradient is corrupted with \( 2\pi \) errors which can propagate or create a biased estimation of the unwrapped phase [TRO 98]. The initial spatial averaging performed in equation (5.9) or adaptive filtering techniques [VAS 06] can be used to strongly reduce this noise term.

5.3.3.2. **Different approaches to retrieve displacement information**

Different approaches have been proposed to discriminate the deformation phase signal from the atmospheric perturbations which strongly reduces the D-InSAR reliability in terms of “displacement detection” and D-InSAR precision in terms of “displacement measurement”. They are based on the use of interferogram time series and the hypothesis that the displacement appears as a deterministic function of the temporal baseline whereas the atmospheric perturbations are considered as having a random behavior, spatially correlated but temporally decorrelated. The different approaches which can be used to try to retrieve the displacement information in interferogram time series depends on the target characteristics. Two kinds of targets are usually discriminated.

1) **Coherent targets** - Coherent scatterers are characterized by a stable response which may be detected and recognized at different dates. The term “Coherent” refers to the stability of the target response regarding the viewing angles: the “backscattering” part of the phase is the same when the target is seen from different positions along the synthetic antenna, and the coherent summation performed in the SAR synthesis results in a high amplitude which is used to detect such targets. They usually correspond to pixels where the signal is dominated by a single target with a stronger backscattering coefficient than surrounding targets. When coherent scatterers are also stable in time, they are called “Permanent” or “Persistent” scatterers (PS). Such targets are the best “candidates” to extract the displacement information from phase difference time series since the viewing angle stability makes them more robust to the baseline decorrelation and the temporal stability makes them more robust to the temporal decorrelation. The first method based on these Permanent Scatterers has been proposed by Ferretti et al. [FER 01]. It has been successfully applied to detect and measure ground deformations in urban areas where the buildings and man made features create numerous PS. Different versions of this approach have been proposed to improve the PS selection and separate the atmospheric artefact and the displacement phase signal by using linear or more complex models. A comparative analysis of their performances has been conducted by the European Space Agency [RAU 09].
2) **Non-coherent targets** - Distributed media have a response which results from the sum of the responses of the elementary targets over the surface (or volume) covered by the resolution cell. This case corresponds to the conventional fully developed speckle model [MAI 08] and makes the phase of the backscattered signal very sensitive to the viewing angle and temporal evolution of the elementary targets. When the speckle is temporally correlated, the coherence is high and the “propagation part” of the phase difference can be estimated. The temporal stability depends on the land cover (rocks, sand, vegetation, crops...) Except in specific areas such as deserts, the longer the interval between the acquisitions, the lower the coherence. Temporal evolutions and baseline decorrelation make the use of large time series more difficult for distributed targets than for coherent targets. To overcome this difficulty, a different approach has been proposed based on the use of Small BAesline Subsets (SBAS) [BER 02]. Differential interferograms obtained from pairs of images with the most appropriate spatial and temporal baselines are selected in the graph of all possible interferograms. Various procedures (Least Mean Squares, Singular Value Decomposition...) are used to derive the deformation signal from the connected phase values [LOP 09]. This approach is less restrictive than the PS approach in terms of scatterers stability over the whole data set. It can be applied to study changes over natural areas where the number of PS is too small for the previous approach.

An “intermediate” approach has also been proposed by Hooper et al. [HOO 08] with a selection of « reliable » pixels not only based on the amplitude, but also on the interferometric phase stability (in space and time). As phase unwrapping is performed in 3-D (space-time), assumptions on the temporal displacement behavior are not necessary and can be replaced by a simple temporal smoothing procedure, which is more adapted to the needs of applications which do not provide strong prior information.

5.3.3.3. **Fringe pattern evolution**

The interest and the difficulty of change analysis in series of SAR interferograms are illustrated in Figure 5.12. The 4 differential interferograms acquired between October 1995 and April 1996 by ERS tandem mission, show the 1-day displacements of several glaciers of the Chamonix Mont-Blanc test site (cf. Figure 5.10). One can observe very similar fringe patterns at the different dates over the Mer-de-Glace and Argentière glaciers for instance. These fringes reveal the areas where the glaciers accelerate or slow down and the repeatability of the patterns tends to confirm that atmospheric perturbations can be neglected at the scale of these glaciers in one day interferograms acquired during the cold season.

To detect fringe evolutions, it is interesting to compute the wrapped phase difference between those differential interferograms as illustrated in Figure 5.12–e–f. On the three glaciers located in the upper part, one can observe fringe patterns which are mainly due to DEM errors over those glaciers. This hypothesis has been confirmed by measuring the correlation of the phase difference with the baseline differences. On the
Figure 5.12. ERS-1/2 tandem differential interferograms over Chamonix Mont-blanc area (1024×1024 pixels). (a)-(d) : Phase filtered by amplitude driven adaptive neighborhood, from autumn 1995 to spring 1996 ; (e)-(f) : evolution of the fringe pattern over the studied glaciers (cf. Fig.5.10).
other glaciers, in the areas where the coherence is high enough in both interferograms, the phase difference is almost constant between March and April 1996 interferograms, which reveals that the displacement fields did not change. The April 1996 - October 1995 difference shows more significant variations (more than one fringe over Argentière glacier for instance) probably due to the evolution of the displacement fields between autumn and spring. The next generation of SAR satellites launched in 2006-2007 (TerraSAR-X with 11 days repeat cycle and COSMO-SkyMed with 4-day intervals with the full constellation) will provide new multi-temporal data sets and allow further research to investigate the potential of X-band high resolution images for such application.
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Bayesian Approach to Linear Spectral Mixture Analysis

In several application domains such as remote sensing and analytical chemistry, it is frequently needed to process multivariate data sets obtained by spectral measurements on multicomponent materials. The processing of the resulting data aims at identifying the different components of the materials and assessing their abundances. Assuming the observed data as mixture spectra, these goals can be formulated as a blind source separation problem [JUT 91, COM 91], where, in the case of optical spectroscopy, the linear instantaneous mixture model holds according to the Beer-Lambert law [PFE 51] (also termed as the Beer’s law or the Beer-Lambert-Bouguer law [RIC 94]). The component spectra are identified as the source signals and the abundances as the mixing coefficients. The spectral mixture analysis problem is also encountered in multivariate image processing [CHA 07, MOU 08] where the sources correspond to endmember spectra and the mixing coefficients are linked to the abundance maps in the imaged scene. In this chapter, we present a Bayesian method [MOU 06, ?] allowing to process a set of measured multivariate data with the aim to estimate the component spectra and the abundances by using Bayesian estimation and Markov chain Monte Carlo methods.

6.1. The Spectral Mixing Model

According to the linear mixing model, the spectral mixture data are interpreted as a weighted sum of the unknown component spectra. The mixing model assumes that
$m$ measured spectra $\{X(i,k), k = 1, \ldots, n\}_{i=1}^m$ are linear combinations of $p$ unknown pure component spectra $\{S(j,k), k = 1, \ldots, n\}_{j=1}^p$. This mixing model is expressed as

$$X(i,k) = \sum_{j=1}^p A(i,j) S(j,k) + E(i,k),$$

where $i = 1, \ldots, m$ and $j = 1, \ldots, p$, respectively, index the measured spectra and the unknown pure component spectra and the index $k$ corresponds to the spectral variable $\{\lambda_k, k = 1, \ldots, n\}$. Each mixing coefficient $A(i,j)$ is proportional to the concentration of the $j$-th pure component in the $i$-th mixture. The additive noise terms $\{E(i,k), k = 1, \ldots, n\}_{i=1}^m$ represent the measurement errors and model imperfections. The main constraint in this mixing model model is the non-negativity of both the source signals and the mixing coefficients:

$$A(i,j) \geq 0, \forall i, j \quad \text{and} \quad S(j,k) \geq 0, \forall j, k$$

Using matrix notations this model is written as

$$X = AS + E,$$

where the row vectors of the $(m \times n)$ data matrix $X$ contain the $m$ measured spectra, $A$ is the $(m \times p)$ mixing matrix, with its column vectors representing the mixing coefficient of each pure component. $S$ is the $(p \times n)$ matrix, with its row vectors containing the $p$ pure component spectra and $E$ is the $(m \times n)$ additive noise matrix.

By assuming a known number of components, the mixture analysis goal is to jointly estimate the pure component spectra and the mixing coefficient. For a qualitative analysis, pure spectra are necessary to identify the chemical composition of the substances and the mixing coefficients are used, in a quantitative analysis, to evaluate the concentrations of each component. In the chemometrics community, this problem is termed by curve resolution [LAW 71], mixture analysis [WIN 90] and factor analysis [MAL 00] while in signal and image processing field this problem is called blind source separation [JUT 91]. In the sequel, the problem is referred to as spectral mixture analysis and we implicitly assume a linear mixing.

This problem can be solved using Bayesian estimation theory, which consists in assigning prior distributions to account for any available knowledge on component spectra and mixing coefficients. The probabilistic formulation of the problem enables the use of stochastic simulation tools to draw samples from the posterior distribution which are used to evaluate various type of estimators. Section 6.2 of this chapter gives a short overview on existing spectral mixture analysis methods which are mainly presented regarding the underlying assumptions and estimation algorithms, thus allowing to point out some of their limitations that may handled by the Bayesian estimation and Markov Chain Monte Carlo (MCMC) methods [ROB 99, CHE 00]. The probabilistic
formulation of the problem is detailed and a discussion on its relation with the positive matrix factorization (PMF) method [PAA 94] is given. The Bayesian method is illustrated in section 6.4 and the behavior of the method is discussed regarding to the noise level, the source correlation and the presence of a background.

6.2. Overview on Linear Spectral Mixture Analysis

In this section a short overview of spectral mixture analysis methods is given. A more complete state of the art may be found in [JIA 04]. A mixture analysis algorithm is defined firstly, by the assumptions made on the pure component spectra and their abundance profiles which lead to an objective function, and secondly by the optimization algorithm which is used to optimize this objective function. The main constraint in spectral mixture data analysis is the non-negativity of both the pure component spectra and the abundances. However, only accounting for this constraint does not lead to unique solution [LAW 71]. Thus, additional constraints or assumptions are required to select a particular solution. According to the way these constraints and assumptions are introduced to the model, the available mixture analysis methods can be classified into two main categories. The first one, termed as algebraic methods, is based on Lawton-Sylvestre approach [LAW 71], termed by multivariate curve resolution, while the second is based on a non-negative least squares estimation [TAU 93a, LEE 99].

6.2.1. Algebraic Methods

Methods of this approach firstly decompose the data matrix $X$, using principal component analysis (PCA), and then finds a linear transformation $T$ that transforms the principal components $V$ and their weight matrix $U$ into non-negative estimates of pure spectra and mixing coefficients. However, since only accounting for non-negativity does not ensure the uniqueness of the solution, this approach leads to a set of admissible solutions [OHT 73, SAS 83, BOR 85, HEN 90]. In order to reduce this set [SAS 84, SAS 87, SAS 89] suggest to add further constraints, in addition to the non-negativity, and propose to search a linear transformation by minimizing a compound criterion, in which a first part penalizes negative estimates of the pure spectra and mixing coefficients, and the second part uses an entropic cost function to make the estimated spectra smoother and mutually independent. The optimization of the whole objective function is performed by using the simplex method. However, in spite of the theoretical uniqueness of the solution by considering the additional a priori constraints, this method may converge to local or false minimums. This is due to the fact that the convexity of the criterion is not proven and the global criterion shape is highly depending on the regularization parameters that are specified manually. Recently, this method have been revisited in [YIN 98, WID 03] where a simulated annealing optimization algorithm has been used, but this algorithm may also converge to
a local minimum. In the signal processing community, a similar approach to Lawton-Sylvestre method, based on statistical independence of pure spectra and called independent component analysis [JUT 91, COM 94, HYV 01, CIC 02], is used for the analysis of mixtures. To get the mutually independent signals, the transformation matrix is reduced to a unitary rotation matrix. Assuming the statistical independence, ensures the uniqueness of the solution, but it does not guarantee its non-negativity. To handle this problem, the non-negative independent component analysis (NNICA) [PLU 03], finds a transformation matrix by optimizing an objective function that enforces the non-negativity of the estimated pure spectra. However, this method assumes orthogonal pure spectra and does not account explicitly the mixing coefficient non-negativity.

6.2.2. Non-negative Least Squares Estimation

This approach performs constrained least squares estimation and there are mainly two methods: alternating least squares (ALS) [TAU 93b, TAU 93a] and non-negative matrix factorization (NMF) [LEE 99]. ALS performs a decomposition of the mixture by minimizing at each iteration the least squares criterion under the non-negativity constraint [LAW 74, BRO 97]. The NMF method minimizes the least squares criterion by using a gradient descent algorithm over this objective function and updates iteratively concentrations and pure spectra using a particular multiplicative learning rule that ensures the estimates to remain non-negative. The key point is that the solution using only non-negativity is not unique, therefore the results provided by ALS and NMF methods depend on their initializations. In practice, the NMF method is randomly initialized [SAJ 03], while the ALS method is initialized by the results obtained with a non-constrained decomposition method such as principal component analysis (PCA), factor analysis algorithms [GEM 84b, MAE 88, SAN 97], or using pure variable detection methods such as simple-to-use interactive self modeling mixture analysis (SIMPLISMA) [WIN 91] and orthogonal projection approach (OPA) [SAN 96]. More recently ICA methods are also used [NUZ 98] as an initialization method. Similarly to the algebraic methods, additional constraints such as closure, unimodality, selectivity may be added to reduce the set of admissible solutions [De 97, BRO 98, TAU 00]. These additional constraints are accounted through either a penalized least squares estimation or a constrained estimation. In the penalized least square methods, a regularization criterion is added to the weighted mean squares criterion in order to select a particular solution fulfilling some assumptions defined a priori. This is the basis of methods such as positive matrix factorization (PMF) [PAA 94, PAA 97] or non-negative sparse coding (NNSC) [HOY 04]. Unlike the constrained least squares methods, the PMF approach leads to an unconstrained optimization problem and ensures the uniqueness of the solution for a fixed set of regularization parameters. Coming from the fact that penalized least squares estimation methods can be formulated in a Bayesian framework [DEM 89], we propose a fully Bayesian approach to address the inverse problem of linear spectral mixture analysis.
6.3. The Bayesian Separation Approach

Spectral mixture analysis is an ill-posed inverse problem since the solution is not unique. Therefore, to get a preferable solution one has to use any available knowledge or additional assumptions. Therefore, this inverse problem can be successfully addressed using Bayesian estimation theory by encoding the available information through the assignment of \textit{a priori} distributions on the pure component spectra and concentration profiles. The formulation of source separation and factor analysis using Bayesian estimation theory has been suggested recently in [ROB 98, KNU 99, MOH 99, ROW 03] and used in signal and image processing problems [SNO 06, FÉV 06]. However, its application to the separation of spectral mixture data has only received a few attention [OCH 99, MIS 01, MOU 06]. Since only accounting for the non-negativity constraint, spectral mixture analysis still remains ill-posed, one has to use additional assumptions on the component spectra and abundances to get a unique solution. Indeed, we introduce an assumption on their statistical distributions which aims at encoding the non-negativity and the pure spectra sparsity. Before going further, let us recall the Bayesian approach to mixture analysis.

6.3.1. Bayesian Approach

The main idea of the Bayesian approach to mixture analysis is to encode the available knowledge on the pure spectra and concentration profiles through the assignment of prior distributions \( p(S) \) and \( p(A) \), which according to Bayes’ theorem and using the likelihood \( p(X|S,A) \) leads to the \textit{a posteriori} density

\[
p(S, A | X) = p(X|S, A) \times p(S) \times p(A) \div p(X), \quad (6.4)
\]

where the independence between \( A \) and \( S \) is assumed. Since \( p(X) \) is a normalization constant, one can write

\[
p(S, A | X) \propto p(X|S, A) \times p(S) \times p(A). \quad (6.5)
\]

This \textit{a posteriori} density combines explicitly the \textit{a priori} knowledge and assumptions on the pure component spectra and concentrations with the information coming from the measured data.

To get estimates of pure component spectra and concentrations, various Bayesian estimators [ROB 01] can be applied

– the \textit{joint maximum a posteriori} (JMAP) estimates are obtained by

\[
\left( \hat{S}_{JMAP}, \hat{A}_{JMAP} \right) = \arg \max_{S, A} p(S, A | X). \quad (6.6)
\]

This maximisation is equivalent to a joint minimisation of the corresponding criterion, defined by

\[
J(S, A) = - \log p(S, A | X), \quad (6.7)
\]
and depends not only on the measured data but also on the prior distributions of pure spectra and concentration profiles

\[ J(S, A) = -\log p(X|S, A) - \log p(S) - \log p(A). \]  \hspace{1cm} (6.8)

Each prior model leads to a particular regularization criterion. This aspect can be seen as an implicit penalty function synthesis through a probabilistic formulation of the prior knowledge. This formulation is known as a Bayesian interpretation of penalized least squares estimation methods.

- the marginal maximum a posteriori (MMAP) estimates are obtained by integrating (marginalizing) with respect to \( S \) or \( A \) and maximizing the resulting posterior marginal distribution \( p(A|X) \) or \( p(S|X) \).
- the marginal posterior mean (MPM) estimates are obtained from the mean of the marginal posterior distributions \( p(A|X) \) and \( p(S|X) \). In practice, the marginalization is generally performed using MCMC methods and the posterior means are calculated from the simulated Markov chains.

In the following, the proposed Bayesian inference for the analysis of spectral mixtures and its related estimation algorithm are presented. The mathematical computation details can be found in [MOU 06].

### 6.3.2. Noise Distribution and Likelihood

Each noise sequence \( \{E_{(i,k)}, k = 1, ..., n\} \) is assumed Gaussian, zero mean, independent and identically distributed with variance \( \sigma_i^2 \). Moreover, all the noise sequences are assumed mutually independent. Thus,

\[ p(E|\theta_1) = \prod_{i=1}^{m} \prod_{k=1}^{n} \mathcal{N}(E_{(i,k)}; 0, \sigma_i^2), \]  \hspace{1cm} (6.9)

where \( \theta_1 = [\sigma_1^2, ..., \sigma_m^2]^T \) and \( \mathcal{N}(x; \mu, \nu) \) denotes the normal distribution for the variable \( x \) with mean \( \mu \) and variance \( \nu \)

\[ \mathcal{N}(x; \mu, \nu) = \frac{1}{\sqrt{2\pi\nu}} \exp \left[ -\frac{1}{2\nu} (x - \mu)^2 \right]. \]  \hspace{1cm} (6.10)

Using this noise distribution and the mixing model, the expression of the likelihood is obtained as

\[ p(X|S, A, \theta_1) \propto \prod_{i=1}^{m} \prod_{k=1}^{n} \left( \frac{1}{\sigma_i} \right)^n \exp \left[ -\frac{1}{2\sigma_i^2} \left( X_{(i,k)} - [AS]_{(i,k)} \right)^2 \right]. \]  \hspace{1cm} (6.11)
6.3.3. Prior Distributions of Pure Spectra and Mixing Coefficients

The pure component spectra are considered mutually independent and identically distributed and each pure spectrum \{S_{(j,k)}, k = 1, \ldots, n\} is assumed distributed as Gamma distribution of parameters \((\alpha_j, \beta_j)\). These parameters are considered constant for each spectrum over all the spectral band but may differ from one pure spectrum to another. Thus, the prior distribution of the pure spectra is

\[
p(S|\theta_2) = \prod_{j=1}^{p} \prod_{k=1}^{n} G(S_{(j,k)}; \alpha_j, \beta_j),
\]

where \(G(z; \alpha, \beta)\) represents the Gamma density for the variable \(z\) with parameters \(\alpha\) and \(\beta\). The vector \(\theta_2 = [\alpha_1, \ldots, \alpha_p, \beta_1, \ldots, \beta_p]^T\) contains the parameters of all the prior distributions.

The Gamma density is expressed as

\[
G(z; \alpha, \beta) = \begin{cases} 
\frac{\beta^\alpha}{\Gamma(\alpha)} x^{\alpha-1} \exp[-\beta x] & \text{for } x \geq 0, \\
0 & \text{for } x < 0,
\end{cases}
\]

where \(\Gamma(\alpha)\) is the Gamma function. The choice of this distribution is motivated by the fact that:

- it takes into account explicitly the non-negativity since \(p(z < 0) = 0\);
- due to its two parameters \(\alpha\) and \(\beta\), this density can be used to fit various distributions and has the Khi-2, exponential distributions as particular cases [STU 94]. Figure 6.1 illustrates three typical shapes of the Gamma density. Case (a) is well adapted to encode sparsity (concentration of the distribution in the neighborhood of zero), while case (b) corresponds, for example, to the case of a sparse pure spectrum superimposed on a background, typically consisting in the tail of a wide peak. Case (c) shows that the Gamma distribution can also lead to a noninformative positive prior.

Each \(j\)-th column of the mixing matrix is also assumed distributed as a Gamma density of parameters \((\gamma_j, \delta_j)\). These parameters are considered constant for each concentration profile but may differ from one profile to another. The prior distribution of mixing coefficients is then given as

\[
p(A|\theta_3) = m \prod_{i=1}^{m} \prod_{j=1}^{p} G(A_{(i,j)}; \gamma_j, \delta_j),
\]

where \(\theta_3 = [\gamma_1, \ldots, \gamma_p, \delta_1, \ldots, \delta_p]^T\).
6.3.4. Posterior Density and Resulting Criterion

Noting $\theta = [\theta_1, \theta_2, \theta_3]$ and according to equation (6.5) one can deduce the expression of the posterior law

$$p(S, A|X, \theta) \propto \prod_{k=1}^{n} \prod_{i=1}^{m} \mathcal{N}(E_{i,k}; 0, \sigma_i^2) \times \prod_{k=1}^{n} \prod_{j=1}^{p} \mathcal{G}(S_{j,k}; \alpha_j, \beta_j) \times \prod_{i=1}^{m} \prod_{j=1}^{p} \mathcal{G}(A_{i,j}; \gamma_j, \delta_j).$$  \hspace{1cm} (6.15)

The corresponding criterion takes the form

$$J_1(S, A|\theta) = Q(S, A|\theta_1) + R_S(S|\theta_2) + R_A(A|\theta_3),$$  \hspace{1cm} (6.16)
where the terms $Q$, $R_S$, and $R_A$ are given by

\[
\begin{align*}
Q(S, A | \theta_1) &= \frac{m}{2} \sum_{i=1}^{m} \sum_{k=1}^{n} \frac{1}{2 \sigma_i^2} (X_{i,k} - [AS]_{i,k})^2, \\
R_S(S | \theta_2) &= \sum_{j=1}^{p} \sum_{k=1}^{n} (1 - \alpha_j) \log S_{j,k} + \sum_{j=1}^{p} \sum_{k=1}^{n} \beta_j S_{j,k}, \\
R_A(A | \theta_3) &= \sum_{j=1}^{p} \sum_{i=1}^{m} (1 - \gamma_j) \log A_{i,j} + \sum_{j=1}^{p} \sum_{i=1}^{m} \delta_j A_{i,j}.
\end{align*}
\] (6.17)

The first term $Q$ can be seen as a data fitting measure, while the last two terms are regularization criteria that prevent negative values of $A$ and $S$.

### 6.3.5. Bayesian Formulation of the PMF Criterion

In the PMF method [PAA 97], the minimized criterion is given by

\[
J_2(S, A | \theta) = \sum_{i=1}^{m} \sum_{k=1}^{n} \frac{1}{2 \sigma_i^2} (X_{i,k} - [AS]_{i,k})^2 - \alpha \sum_{j=1}^{p} \sum_{k=1}^{n} \log S_{j,k} + \beta \sum_{j=1}^{p} \sum_{k=1}^{n} S_{j,k}^2
\]

\[
- \gamma \sum_{j=1}^{p} \sum_{i=1}^{m} \log A_{i,j} + \delta \sum_{j=1}^{p} \sum_{i=1}^{m} A_{i,j}^2.
\] (6.18)

where $(\alpha, \beta, \gamma, \delta)$ are positive regularization parameters. This regularized least squares method uses on pure spectra and concentrations an a priori cost function of the form

\[
f(z) = -\alpha \log z + \beta z^2, \text{ with } z \geq 0
\] (6.19)

and corresponds to assign to the variable $z$ a prior distribution defined as

\[
p(z | \alpha, \beta) = K(\alpha, \beta) \exp \left[ -f(z) \right] = K(\alpha, \beta) z^\alpha \exp \left[ -\beta z^2 \right] \text{ with } z \geq 0,
\] (6.20)

where $K(\alpha, \beta) = 2^{\beta(\alpha+1)/2} \Gamma((\alpha + 1)/2)$. It can be noted that this distribution corresponds to assuming a Gamma prior distribution on $z^2$ with parameters $((\alpha + 1)/2, \beta)$. Figure 6.2 shows three typical shapes of this distribution. One can particularly note a similarity with the Gamma distribution profiles shown in Figure 6.1.

To make a comparison between the PMF method and our proposed approach, the following discussion can be pointed out:
Figure 6.2. Illustrations of the \textit{a priori} distribution associated to the PMF method.

(i) The case $\alpha = 0$, corresponds to assigning an \textit{a priori} truncated Gaussian distribution. Contrarily to the Gamma distribution, when $\alpha > 0$ this distribution is not appropriate to encode the sparsity since its mode is not located at zero.

(ii) In the PMF method, the values of the hyperparameters should be fixed \textit{a priori} and are considered equal for all the pure spectra and for all the concentrations, which is nothing but assuming that all the pure spectra and concentration profiles have the same distribution. In the proposed inference these parameters may differ for different components and due to the probabilistic formulation, all the hyperparameters are estimated jointly with the pure component spectra and concentration profiles.

(iii) Due to the non-convexity of the two criteria $J_1$ and $J_2$ when the hyperparameter estimation is added, deterministic optimization methods such as gradient or Newton-Raphson algorithms needs either a good staring point or multiple random initializations in order to reach the global minimum.
To handle this optimization problems, the hyperparameters are included in the Bayesian model and stochastic simulation tools are used to calculate the Bayesian estimators.

6.3.6. Inference of the hyperparameters

In practice, the parameters of the Gamma distributions as well as the noise variances are not known a priori. So, for an unsupervised processing, they must also considered in the inference. Thus, by using Bayes’ theorem and assigning appropriate a priori distributions to these hyperparameters, the whole a posteriori distribution, including the hyperparameters, is expressed as

\[
p(S, A, \theta | X) \propto p(S, A|X, \theta) \times p(\theta).
\]  

(6.21)

The joint estimation of the pure spectra, the mixing coefficients and the hyperparameters is then performed from this a posteriori distribution. However, this inference also needs the definition of appropriate priors for the hyperparameters, that is choosing a priori distributions allowing to set the range of admissible values of the hyperparameters, which is much easier than specifying a specific value of each parameter.

6.3.6.1. Priors on the noise variances

Each noise variance is positive, therefore an appropriate distribution is to assign an a priori Gamma distribution to \(1/\sigma_i^2\) with parameters \((2, \epsilon)\) where \(\epsilon\) is set to a small value \(10^{-3}\). This distribution is chosen because it encodes the positivity and leads to simpler computations of the a posteriori distribution \(p(\theta_1|S, A, X)\) [ROB 01].

6.3.6.2. Priors on the Gamma distribution parameters

The parameters of the Gamma distributions associated to the pure spectra and concentration profiles are assumed as a priori Gamma distributed with parameters \((2, \epsilon)\) where \(\epsilon\) is set to a small value \(10^{-3}\). Similarly to the noise variances, this distribution is chosen since it encodes the positivity of the parameters and leads to simpler computations of the a posteriori distributions \(p(\theta_2|S)\) and \(p(\theta_3|A)\). Note also that these prior distributions are not very informative (quasi-uniform shape) since their mode is \(1/\epsilon\) and their variance is equal to \(2/\epsilon^2\).

6.3.7. Estimation via Markov Chain Monte Carlo Methods

Markov Chain Monte Carlo (MCMC) is a class of stochastic simulation tools for generating random variables from univariate or multivariate probability distribution functions [HAS 70, GEM 84a]. These methods are extensively documented in the statistical literature (see the books [GIL 99, ROB 99, CHE 00] and the references therein). The main objective of MCMC methods is to simulate a stationary ergodic Markov chain whose samples asymptotically follow the posterior density \(p(S, A, \theta|X)\).
Estimates of the pure component spectra and the mixing coefficients are then calculated from the simulated Markov chains. In the sequel, the main steps of the MCMC algorithm for sampling the posterior distribution (6.21) are given.

6.3.7.1. Posterior Density Simulation using MCMC methods

To simulate \( p(S, A, \theta | X) \), the Gibbs sampler [GEM 84a] is used. At each new iteration \( r \) of this algorithm, the main steps consist in simulating

1. the pure spectra \( S^{(r+1)} \) from
\[
p\left( S | X, A^{(r)}, \theta^{(r)} \right) \propto p\left( X | S, A^{(r)}, \theta^{(r)} \right) \times p\left( S | \theta^{(r)} \right);
\]

2. the mixing coefficients \( A^{(r+1)} \) from
\[
p\left( A | X, S^{(r+1)}, \theta^{(r)} \right) \propto p\left( X | S^{(r+1)}, A, \theta^{(r)} \right) \times p\left( A | \theta^{(r)} \right);
\]

3. the noise variances \( \theta_1^{(r+1)} \) from
\[
p\left( \theta_1 | X, S^{(r+1)}, A^{(r+1)} \right) \propto p\left( X | S^{(r+1)}, A^{(r+1)}, \theta_1 \right) \times p\left( \theta_1 \right);
\]

4. the source hyperparameters \( \theta_2^{(r+1)} \) from
\[
p\left( \theta_2 | S^{(r+1)} \right) \propto p\left( S^{(r+1)} | \theta_2 \right) \times p\left( \theta_2 \right);
\]

5. the mixing coefficient hyperparameters \( \theta_3^{(r+1)} \) from
\[
p\left( \theta_3 | A^{(r+1)} \right) \propto p\left( A^{(r+1)} | \theta_3 \right) \times p\left( \theta_3 \right).
\]

All the stochastic simulation steps including the expressions of the conditional posterior distributions and their simulation techniques are detailed in [MOU 06], where this method is termed as Bayesian Positive Source Separation (BFSS).

6.3.7.2. Estimation using the Marginal Posterior Mean Estimator

The Gibbs sampler is iterated in such a way to simulate \( M \) samples \( \left\{ S^{(r)}, A^{(r)}, \theta^{(r)} \right\}_{r=1}^{M} \) from the posterior distribution (6.21). The first \( L \) samples corresponding to the burn-in of the Markov chains are discarded and therefore the Monte Carlo approximation for the minimum mean squares estimator (MMSE) is achieved by
\[
\hat{z} = \frac{1}{M - L} \sum_{r=L+1}^{M} z^{(r)},
\]
where \( z \in \{ S, A, \theta \} \).
6.4. Illustration of the Bayesian Approach using Synthetic Data Sets

6.4.1. Mixture Data Synthesis

The mixture data are obtained by constructing analytically three spectral signals of \( n = 1000 \) data points. Each pure spectrum is obtained as the superposition of 15 Gaussian and Lorentzian \(^1\) shapes with randomly simulated location, amplitude and width parameters. The concentration profiles are obtained from a sequential reaction \( A + B \rightarrow C \rightarrow D + E \), where the constructed spectra are assumed, respectively, as those of the components \( A, C, D \). The spectra of reactant \( B \) and \( E \) are supposed non-observable. The evolution profiles are calculated for \( m = 10 \) measures with randomly chosen constant rates. The retained mixing coefficients are chosen in such a way that there is no zero concentration value in the measured data. Figures 6.3 and 6.4 show the simulated synthetic pure component spectra and their concentration profiles.

6.4.2. Performance Evaluation and Noise Level Index

The noise level in each \( i \)-th mixture is defined as the ratio between the standard deviation of the \( i \)-th noise sequence and the root mean square of the \( i \)-th noise free mixture. It is expressed in percent. The reconstruction quality of each pure spectrum or mixing coefficient profile is assessed using a measure of dissimilarity between their recovered and their reference values. The dissimilarity is noted \( \text{diss} \) and defined by

\[
\text{diss}(z_j, \hat{z}_j) = \sqrt{1 - \text{corr}(z_j, \hat{z}_j)^2} \geq 0,
\]

where \( z \in \{S, A\} \) and \( \text{corr}(z_j, \hat{z}_j) \) is the correlation coefficient between \( z_j \) and its estimate \( \hat{z}_j \). The overall estimation performance is assessed using the global dissimilarity, defined by

\[
\text{gdiss} = \frac{1}{p} \sum_{j=1}^{p} \text{diss}(z_j, \hat{z}_j).
\]

The estimation is better for lower values of these performance indexes. The results are also evaluated qualitatively by a visual comparison of the reference and recovered spectra and mixing coefficients. Note that the use of the dissimilarity measure is possible only when the reference spectra are available, in an evaluation framework of the methods. Otherwise, a criterion such as the lack of fit can be used to assess how the estimated pure spectra and mixing coefficients can reproduce the observed data. However, it does not measure how well the spectra and concentration profiles are estimated.

---

\(^1\) The Lorentzian function and the Cauchy distribution correspond to the same function, whose inverse Fourier transform is the Laplace distribution. The term "Cauchy distribution" is usually used in statistics while the term "Lorentzian" is used in physics.
Figure 6.3. Simulated pure spectra.

Figure 6.4. (a) Simulated concentration profiles during all the reaction time and (b) retained mixing coefficients for an observation time interval [4, 30 min] with m = 10 mixtures.
6.4.3. Admissible solutions

A key point in mixture analysis is rotational ambiguity since the resolution using only non-negativity leads to a set of admissible solutions, which in the noise free case are a linear transformation of the true solution [LAW 71, BOR 85]. A challenging task is to state the admissible solutions and to define further information or assumptions allowing to get a solution where the estimated pure spectra and mixing coefficients are as close as possible to the actual ones [DON 03, MOU 05]. To give an idea about the range of admissible solutions of the synthetic mixture data presented in 6.4.1, the algorithm of [SAS 83] is used to obtain a set of feasible linear transformations of the actual pure spectra and mixing coefficients yielding transformed pure spectra and mixing coefficients which also are non-negative. Assume pure spectra summing to unity and consider the transformation matrix given as

\[
T = \begin{bmatrix}
1 - t_1 - t_2 & t_1 & t_2 \\
t_3 & 1 - t_3 - t_4 & t_4 \\
t_5 & t_6 & 1 - t_5 - t_6 \\
\end{bmatrix}, \quad (6.25)
\]

which ensures to get transformed pure spectra summing to unity thus allowing therefore to handle the scale ambiguity.

Figure 6.5 shows the values of \((t_1, t_2), (t_3, t_4)\) and \((t_5, t_6)\) yielding a set of non-negativity constrained admissible solutions. It appears clearly that the rotational ambiguity is two-sided since there are transformation matrices with either negative or positive parameters. In that respect, using methods based only on non-negativity, such as ALS or NMF, yield for each initialization one particular solution among these admissible ones.

6.4.4. Separation using the Bayesian approach

The proposed algorithm is applied to the mixture data described in section 6.4.1. Random Gaussian noise is added to the mixture data in such a way to get a noise level of 5% in each mixture. To run the MCMC algorithm, the Markov chains associated to the pure component spectra, the mixing coefficients and the hyperparameters are randomly initialized to random positive values. The sampler is then run for 5000 iterations and the last 1000 simulated samples are retained to calculate the marginal posterior mean estimates. Figure 6.6 shows the evolution of the marginal posterior mean estimates of the parameters of pure spectra and mixing coefficients a priori distributions. Note particularly that the values of these parameters are different for the three components and the values of \(\alpha_j\) are less than unity, which corresponds to assigning an a priori Gamma distribution of the first case illustrated in figure 6.1. The final estimates of pure component spectra and mixing coefficient profiles are reported in figure 6.7. It can be noted the high similarity between the recovered pure spectra and mixing coefficients and their actual values.
6.4.5. Performance Evaluation

6.4.5.1. Computation Time

The computation time at each iteration of the MCMC algorithm depends on the number of data points, $n$, in each spectrum, the number of observed mixtures, $m$, and the number of pure components, $p$. The overall computation time also depends on the number of iterations necessary to the algorithm convergence. In order to give an idea about the computation time of the algorithm, an experiment is performed by varying the three parameters $(m, n, p)$ and evaluating the time duration of the analysis using a computer of an Intel Pentium 4 3.2 GHz processor and 2 GB RAM. Figure 6.8 shows that the running time of the algorithm increases roughly linearly with all the three parameters $(m, n, p)$. For medium data sets, the analysis can be performed in a reasonable amount of time: for a mixture with dimensions $(m = 30, n = 1000, p = 4)$, the running time for 5000 iterations is about 12 minutes. However, for larger data sets and higher number of iterations, the algorithm needs longer time for the analysis.
6.4.5.2. Effect of Noise Level

The noise level is increased gradually from 1% to 40% and for each value of the noise level the estimation quality of the pure spectra and mixing coefficient is evaluated in terms of global dissimilarity. From figure 6.9, it can be noted that for low noise levels the pure spectra are reconstructed correctly. For a higher noise level, the pure spectra dissimilarity takes higher values since a noise component remains in the estimated spectra, however the dissimilarity of the mixing coefficients is less sensitive to the noise level than the pure spectra. A possible approach to enhance the quality of the pure spectra reconstruction is to include a denoising step during the analysis by introducing a smoothness hypothesis.

6.4.5.3. Effect of Spectra Correlation

In order to discuss the effect of the mutual correlation of the pure spectra on the performances of the BPSS method, a mixture of two synthetic spectra is used. The correlation coefficient of these spectra is varying while the mixing coefficient is kept fixed. This simulation is performed by a first randomly simulated spectrum which is shifted in order to deduce the second spectrum. Therefore, the correlation coefficient
Figure 6.7. (a–c) Estimated spectra (continuous curves) and comparison with the reference spectra (dotted curves) and (d) estimated mixing coefficients for 5% noise in the mixtures.

Figure 6.8. Average computation time per iteration with respect of the data matrix size and number of components.
between the two spectra will depend on the value of this shift. The BPSS algorithm is then applied for the analysis of the resulting mixture. The number of algorithm iterations is fixed to 10000 and estimation is performed using the last 1000 realization of the Markov chain. The results of this experience are shown in figure 6.10, where the performance index of the BPSS method is evaluated with respect to the correlation coefficient of the two spectra and compared with that of the NNICA method. The NNICA method is chosen because this method works under the constraint of orthogonal signals. The two methods reach their best performances as the mutual correlation is small. On the one hand, it can be noted that BPSS algorithm is less sensitive to the mutual correlation of the two spectra as compared to NNICA method. For example, for a correlation coefficient of 0.6 the performance index of the BPSS method remains acceptable. This result can be explained by the fact that, contrarily to the NNICA method, the BPSS algorithm do not optimize an independence measure between the spectra and do not impose strictly their orthogonality.
6.4.5.4. *Effect of a Background*

To discuss this effect, a mixture of three synthetic spectra where different exponential backgrounds are added to the pure spectra. Figure 6.11 illustrates the three simulated spectra for which backgrounds with unit amplitude are added. The performances of the analysis are discussed with respect to the background level. The result of this experience is shown in figure 6.11. When no background is added, the performance index gives an information of the adequation of the Gamma density to represent the pure spectra distribution. By increasing the background level, the pure spectra will be dominated by the exponential background. In this case, the performance index indicates how the Gamma law can represent the background distribution. In the case of two backgrounds, these errors increases leading to a decrease of the performances. As a conclusion, this simulation shows that for low background amplitude, the Gamma prior model is adequate and leads to good performances but for high background this prior model may be inadequate. In that respect, an extension of the proposed approach is to consider a generalized or shifted Gamma distribution. Another alternative is to include a step of data pre-processing for background removal or to use an *a priori* model in which each pure spectrum may be considered as a superposition of a sparse spectrum with a slowly varying background.

6.5. *Conclusion*

A Bayesian method for spectral mixture analysis based on assigning Gamma distribution as an *a priori* model on pure component spectra and mixing coefficient was presented in this chapter. This model allows to encode both the sparsity and the non-negativity of these variables. The estimation is achieved using a Markov chain Monte Carlo methods which allows to simulate samples from the joint *a posteriori* distribution. The use of this stochastic estimation technique precludes the convergence to local minimums and yields a method working in an unsupervised framework. The only necessary parameters to tune is the number of components and the number of algorithm iterations. Some experiments with a synthetic data set have been performed to discuss the algorithm efficiency in terms of robustness against the noise level and computation time. It turned out that the method yields effective results even for high noise level in a reasonable time.

A fundamental question in source separation is the need to state further information, in addition to non-negativity, allowing to define the best solution among the admissible ones. By incorporating additional assumptions or constraints, like unimodality and full additivity (closure) [BRO 98, ?], the range of admissible solutions will be reduced to a smaller set. On the other hand, a penalized least squares or a Bayesian estimation method leads to one particular solution fulfilling at best the *a priori* distribution model.
In the proposed approach, the statistical independence and the sparsity of both the pure component spectra and the mixing coefficients are assumed. Although the Gamma distribution seems to be a good model to encode these information, nothing guarantee that this prior model is adequate in all circumstances. In that respect, the BPSS method provides pure component spectra and mixing coefficients which are mutually statistically independent and whose statistical distribution is very close to a Gamma distribution. The performances of the BPSS method depend on the ability of the Gamma distribution to represent the actual pure component spectra and mixing coefficient distributions. If the pure component spectra are not Gamma distributed, the solution may be far from the true one and it would be advantageous to use another statistical model. For example, a model allowing to incorporate alternative information, such as smoothness of the component spectra or closure or unimodality of the mixing coefficients profiles.
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Chapitre 7

Detection and tracking of emission rays in radioastronomy

7.1. Problem Statement

7.1.1. Multispectral Data Cube Kinematic Segmentation in Radioastronomy

Galaxies are astronomical objects gathering many gas clouds (or gas structures) in motion: due to Universe expansion (also known as redshift) they are generally moving away from the Earth. Also, the gas structures are moving separately because of the specific movements within the galaxy. All these moves are very interesting for the astronomers since they allow them to understand the formation and evolution of galaxies. They can be observed through the spectrum of the gas which is shifted due to the Universe expansion and the specific movements within the galaxy: this phenomenon is known as Doppler effect. Then, the kinematic zones in the galaxy are characterized by their own spectrum.

Radio interferometers like the VLA (USA), Westerbork (Netherlands), ATCA (Australia) or Plateau de Bure (France) provide line observations which are 3D data cubes: two dimensions correspond to the astronomical coordinates and the third dimension is the frequency (or velocity channels). Within these data cubes each image pixel contains an atomic or molecular line spectrum shifted with respect to the moves of the gas. The observations are made around a single line (e.g. a CO or H\textsc{i} line) which is shifted according to the radial velocity of the observed gas. However, the complexity of the 3D structure contained in these data cubes increases with the sensitivity of the...
observations. Moreover, the amount of data to manipulate when spatial and spectral resolution of the sampling grids increase bring specific difficulties to manipulate huge data set (see chapter 13 part 5 of this book). In the radio domain, telescope sensitivities are increasing tremendously with the upgrade of existing instruments and the building of new telescopes (EVLA, ALMA, SKA). This will lead to an enormous increase of available 3D data, which will be more and more complex.

The standard method for the study of data cubes is the visual inspection of the channel maps and the creation of moment maps after clipping the spectra at a level of $3\sigma$ where $\sigma$ is the rms (residual mean square) noise in one channel: the 0-order moment is the integrated intensity, the first order moment the velocity field and the second order moment the distribution of the velocity dispersion (figure 7.1). As long as the 3D intensity distribution is not too complex, these maps give a fair impression of the 3D information contained in the cube. However, when the 3D structure becomes complex, the visual inspection of the velocity channels becomes difficult and important information is lost in the moment maps, since they are produced by integrating the spectra and thus do not reflect the individual line profiles. The methods proposed in this chapter are an attempt to provide a segmentation map containing additional information on line profiles. Therefore, it will be possible to focus the inspection of the channel maps on kinematically interesting regions.

To illustrate our proposal, we have chosen a target which is not too complex: NGC 4254, a spiral galaxy located in the Virgo cluster. The $\text{H}\alpha$ 21cm observations were made with the VLA [PHO 93]. The central velocity of the data cube is $v =$

![Figure 7.1. NGC 4254 [PHO 93]. Left panel: $\text{H}\alpha$ emission distribution (moment 0). The x-axis corresponds to right ascension, the y-axis to declination. The celestial north is at the top of the image and the celestial east at the left. The intensity is given in mJy. Right panel: $\text{H}\alpha$ velocity field (moment 1). The velocities are given in channel maps.](./ChangeDetection/mazet/figs/cont1raie.png)
2408 km s$^{-1}$ at channel number 22 and the velocity resolution is 10 km s$^{-1}$ per channel. For simplicity, we keep in this chapter pixel numbers for the coordinate axis and channel numbers for the velocity axis. The rms noise of one channel map is $\sigma = 0.43$ mJy$^1$, so the cube was clipped at an intensity level of $3\sigma = 1.29$ mJy. Figure 7.1 shows the maps of the first two moments integrated over the whole data cube. The map of the HI emission distribution (moment 0, left panel) shows an inclined gas disk with a prominent one-armed spiral to the west. The velocity field (moment 1, right panel) is that of a rotating disk with perturbations to the north-east and to the north. The distribution of the velocity dispersion (moment 2), which is not shown, is almost uniform with a small maximum in the galaxy center. The subsequent work was done on the same data cube clipped at $3\sigma$.

7.1.2. Outline of the Proposed Approaches

The goal is to help the astronomer in handling complex 3D data by providing an unsupervised tool which differentiate the kinematic zones by segmenting the hyperspectral image in homogeneous spectral areas. In other words, it consists in estimating the shift and the intensity of each line in each pixel (that is, each spectrum) in the image. Because several gas structures imply several line in each spectrum, we call in the sequel each line occurrence as component. In consequence, the cube is an image where each pixel is a spectrum containing one or several components whose position (shift), amplitude (intensity) and width have to be estimated. From this estimation, a second processing has to made a segmentation of the image in homogeneous kinematic zones.

The segmentation process on such a data cube requires a non trivial modeling step based on Bayesian inference for both methods. Due to the curse of dimensionality (Hughes phenomenon), Bayesian segmentation can sometimes be carried out on reduced data (e.g., Principal or Independent Component Analysis [HYV 01], Projection Pursuit [HUB 85] etc.).

In a first approach (section 7.2), the spectrum of each pixel is fitted by a mixture model which is a combination of a fixed number of Gaussian functions (section 7.2.1). Then we select the six most representative mean values (channel number of the maximum) and variances (widths) (section 7.2.2). In this way the data cube, which had initially 42 channels, is reduced to 6 effective bands to form a basis. In a second step the weights of the Gaussians with fixed mean and variance are determined by fitting again the observed spectra. The segmentation task, which is carried out on the weights, then consists of clustering the pixels into different classes (or labels) according to similar behaviors defined by a chosen criterion (section 7.2.3). In this way we obtain a

---

1. The jansky (abbreviated Jy) is a unit of radio flux density (the rate of flow of radio waves); 1 Jy = $10^{-26}$ watts/m$^2$/Hz.
segmentation map containing spatially homogeneous classes of pixels with a similar spectrum. We present the application of this method to the data cube of NGC 4254 in section 7.2.4.

The second approach (section 7.3) consists in decomposing each pixel (i.e. each spectrum) into components whose number, position, amplitude and widths are independently estimated. For that purpose, a Monte Carlo Markov Chain (MCMC) algorithm is used (section 7.3.2). Then, a second step consists in “tracking” the estimated components, from one pixel to another, in order to gather similar components into a same class. Finally, the classes provide an estimation of the 3D spectral homogeneous structures (section 7.3.3).

Before detailing the approaches, let clarify their common features and differences. The two proposed approaches work in two steps : the first one is dedicated to the decomposition of each spectrum and the second one aims at classifying (or segmenting) the spectrum with respect to this decomposition. The decomposition step considers each spectrum as a sum of Gaussian components whose amplitude, position and width are estimated. Nevertheless, the first approach sets the component number to six in each spectrum while the second approach estimates the number for each spectrum. Besides, the first approach decomposes the spectra on a unique basis (that is, the six components have the same position and width in each spectrum), this is not the case with the second approach. This better estimation has to be tempered by the fact that the optimisation methods in each approach are different and can be time-consuming in the second one. Also, the classification methods in the second steps are different.

7.2. Multiband Segmentation by Reduction Approach

This approach is intended to be complementary to traditional methods for the study of 3D data cubes, i.e., the eye inspection of the channel maps, the creation of moment maps, and the creation of position-velocity plots. Because spectroscopic line data are complex, a segmentation map coupled with the moment maps can be used for a first inspection of the cube. Moreover, masks corresponding to different classes in the segmentation map can be produced to isolate kinematically interesting regions.

7.2.1. Gaussian Mixture Model and Parameter Estimation

Let a multispectral image with \( N \) channels defined on a regular lattice \( S \) of size \( H \times W \) pixels. This image can be manipulated as \( D = H \times W \) spectra \( y_s, s \in S \), each one of \( N \) spectral bands. Each spectrum is modeled by a \( P \)-component Gaussian mixture \( \hat{y}_s(j) \) :

\[
\hat{y}_s(j) = \sum_{k=1}^{P} \frac{a_{sk}}{\sqrt{2\pi w_{sk}}} \exp \left( \frac{-1}{2w_{sk}} (j - c_{sk})^2 \right)
\] (7.1)
where $a_{sk}$ stands for the weight, $w_{sk}$ the variance, $c_{sk}$ the mean associated with the $k$th Gaussian component of the $s$th spectrum, and $j$ is the index of the frequency channel. The observed spectra of each pixel are fitted by a mixture of Gaussian functions using an Expectation-Maximization (EM) algorithm, which is an iterative method for maximum likelihood estimation.

Usually, the EM algorithm works on realizations of an unknown probability density function (pdf) $p$. In our case we assume that the spectrum already represents the pdf. Thus, we adapt the algorithm to fit directly the spectrum. To satisfy the assumptions required by the EM adaptation, each spectrum $y_s$ is considered to be normalized such that $y_s(j) \geq 0$, $\forall j$ and $\sum_{j=1}^{N} y_s(j) = 1$. Within the iterative process the contribution of the $k$th component of the Gaussian mixture $R[i](k, s, j)$ is calculated as follows:

$$R[i](k, s, j) = \frac{a_{sk}^{[i]}}{\sqrt{2\pi w_{sk}^{[i]}}} \exp \left( \frac{-1}{2w_{sk}^{[i]}} (j - c_{sk}^{[i]})^2 \right),$$

(7.2)

where $i$ represents the iteration step. These contributions are then used to calculate the parameters in the next iterative step according to:

$$a_{sk}^{[i+1]} = \frac{\sum_{j=1}^{N} y_s(j) R[i](k, s, j)}{\sum_{j=1}^{N} y_s(j)},$$

(7.3)

$$c_{sk}^{[i+1]} = \frac{\sum_{j=1}^{N} j y_s(j) R[i](k, s, j)}{\sum_{j=1}^{N} y_s(j) R[i](k, s, j)},$$

(7.4)

$$w_{sk}^{[i+1]} = \frac{\sum_{j=1}^{N} (j - c_{sk}^{[i+1]})^2 y_s(j) R[i](k, s, j)}{\sum_{j=1}^{N} y_s(j) R[i](k, s, j)}.$$

(7.5)

The weights $a_{sk}$ are assumed to be all positive. After convergence, one obtains the parameters $a_{sk}$, $w_{sk}$, and $c_{sk}$ to estimate $\hat{y}_s(j)$ of (equation 7.1).

### 7.2.2. Spectral Basis Selection

The modeling using equation 7.1 needs 3 parameters for each Gaussian component and leads to $3 \times P$ parameters instead of $N$ channels for each pixel. The Markovian classifier allows a maximum number of ten input images due to the curse of dimensionality (Hughes phenomenon) : beyond this point, the parameter estimation becomes instable and inaccurate due to a lack of observed data compared with their high dimensionality. Nevertheless, with $P = 6$ we already obtain 18 reduced images (three parameters set $\{a_{sk}, w_{sk}, c_{sk}\}_{k=1,\ldots,6}$ for each $s \in S$). We therefore choose to select
the most representative \( w_{sk} \) and \( c_{sk} \) among all Gaussian mixtures described in section 7.2.1, which are then retained as a decomposition basis for all the pixels. For this parameter selection we used a clustering algorithm (K-means [DUD 01]) on the set of vectors \( \{ c_{sk}, w_{sk} \}_{s \in S} \).

In this way, equation 7.1 becomes:

\[
\hat{y}_s(j) = \sum_{k=1}^{P} \tilde{a}_{sk} \sqrt{2\pi w_k} \exp\left(\frac{-1}{2w_k} (j - c_k)^2\right)
\]

(7.6)

where \( c_k \) and \( w_k \) do not depend anymore on the location \( s \). This is equivalent to the projection of the spectra on the subspace generated by the following basis:

\[
\left\{ \frac{1}{\sqrt{2\pi w_k}} \exp\left(\frac{-1}{2w_k} (j - c_k)^2\right) \right\}_{k=1, \ldots, P}
\]

We choose the Levenberg-Marquardt algorithm [WAL 97] (widely used in astronomy) to determine efficiently the weights \( \tilde{a}_{sk} \) with the selected basis. Thus a multi-component image \( z \) with \( P \) components of size \( H \times W \) is obtained to feed the Markovian classifier. The Markovian assumption takes into account the neighborhoods when classifying each pixel, allowing us to regularize the solution in a statistical framework [Gem 84, Pro 04]. Each pixel \( s \) is now represented by a \( P \) vector we note \( z_s = (\tilde{a}_{sk})_{k=1, \ldots, P} \).

### 7.2.3. Bayesian Classifier fed by Reduced Data

From the observed image \( z \) to the segmented image \( x \), the algorithm can be decomposed into three main steps [Pro 04]:

1) Initialization step: the aim is to provide a first estimation of the parameters (K-means algorithm):

2) Segmentation step: the restoration is then achieved using the Maximum Posterior Mode (MPM) segmentation rule [Pro 04]:

3) Parameter estimation step: this step is realized using the Iterated Conditional Estimation algorithm [PIE 92].

For each observation \( z_s \), one associates a hidden state \( x_s = \omega_i \), where \( \omega_i \) belongs to the label set \( \Omega = \{ \omega_i \}_{i=1, \ldots, K} \). The segmentation map \( x \) is obtained using a joint probability \( P(x, z) \) and a chosen cost function. In hierarchical Markovian modeling, one assumes an in-scale dependence between hidden states (figure 7.2) to model the spatial correlation of the observations.
Figure 7.2. Example of a dependency graph corresponding to a quadtree structure on a \(4 \times 4\) lattice. Black circles represent labels and white circles represent multicomponent observations \(\{z_s = (\tilde{a}_{sk})_{k=1, \ldots, P} \}_{s \in S}\). Each node \(t\) has a unique parent \(t^-\) and four children \(t^+\).

Let the quadtree \(G = (T, L)\) be a graph composed of a set \(T\) of nodes and a set \(L\) of edges. A hidden state will be associated with each node, as illustrated in figure 7.2. Each node \(t\), apart from the root \(r\), has a unique predecessor, its “parent” \(t^-\) which leads ultimately to the root. Each node \(t\), apart from the terminal ones, the “leaves”, has four “children” \(t^+\). The set of nodes \(T\) can be divided into “scales”, \(T = T^0 \cup T^1 \ldots \cup T^R\), according to the path length from each node to the root. Thus, \(T^R = \{r\}\), \(T^n\) involves \(4^{R-n}\) sites, and \(T^0\) is the finest scale formed by the leaves \((T^0 = S)\).

We consider a labeling process\(^2\) \(x\) which assigns a class label \(x_t\) to each node of \(G : x = \{x^n\}_{n=0}^R\) with \(x^n = \{x_t, t \in T^n\}\) where \(x_t\) takes its values in the set \(\Omega\). The hidden process, i.e. the class label \(x\), is assumed to be Markovian in scale. In this way each label set at level \(n\) only depends on the upper levels: \(P(x^n | x^k, k > n) = P(x^n | x^{n+1})\). Moreover, the probabilities of inter-scale transitions can be factorized in the following way [LAF 00b, Lue 93]: \(P(x^n | x^{n+1}) = \prod_{t \in T^n} P(x_t | x_{t^-})\), where

\(^2\) Note that, for clarity, \(x\) stands for the random process and its realization.
$t^-$ indicates the parent of site $s$, as illustrated in figure 7.2. The likelihood of the observations $z$ being in a state $x$ at the bottom of the quadtree ($T^0 = S$) is expressed as the following product (assuming conditional independence): $P(z|x) = \prod_{s \in S} P(z_s|x_s)$, where $\forall s \in S, P(z_s|x_s = \omega_i) \triangleq P^\omega_i(z_s)$ represents the likelihood of the data $z_s$. A multidimensional Gaussian pdf model is used to derive the latter expression.

Under these assumptions the joint distribution $P(x, z)$ follows a Gibbs law whose expression is given by: $P(x, z) = P(x_r) \prod_{t \neq r} P(x_t|x_{t-}) \prod_{t \in T^0} P(z_s|x_s)$ [LAF 00b].

The expression of $P(x, z)$ allows us to calculate exactly and efficiently $P(x_t = \omega_i|z)$ for all nodes $t \in T$. The segmentation label map at the bottom of the quadtree is finally given by: $\hat{x}_s = \arg \max_{\omega_i \in \Omega} P(x_s = \omega_i|z)$. This expression assumes the model parameters (parameters of the Gaussian pdfs and inter-scale transition probabilities) are known. Such an estimation is obtained in an unsupervised way using the

Figure 7.3. Data cube processing method summary: (a) adapted EM algorithm to fit all spectra using equation 7.1. (b) Selection of the $P$ most relevant Gaussians obtained in (a) using a K-means algorithm. (c) Projection on the basis chosen in (b) using a Levenberg-Marquardt algorithm. (d) The reduced images feed a Markovian classifier leading to the final segmentation map.
Iterative Conditional Estimation (ICE) algorithm [Pie 94]. In practice, one alternates model parameter estimation and segmentation until convergence [Pro 04].

To summarize, one feeds a Markovian classifier with a multicomponent image \( \{ z_s = (\tilde{a}_{sk})_{k=1,\ldots,P} \}_{s \in S} \) (figure 7.3). The output of this classifier is a segmentation map \( \{ \hat{z}_s \}_{s \in S} \) which contains spatially homogeneous classes of pixels with similar spectral behavior [F.F 05].

### 7.2.4. Results on NGC 4254 Cube

We have applied the dimensionality reduction scheme on the NGC 4254 cube, which contains \( N = 42 \) bands of size \( H = W = 512 \) pixels. As explained in section 7.2.2 we fixed the number of Gaussian components to \( P = 6 \). It turned out that intensity in all velocities corresponding to channel numbers 10 to 35 are equally present in the data cube and that the widths of the corresponding lines do not vary significantly. Therefore the selected means are almost equidistant while variances have similar values (means are given in channel number):

\[
\begin{align*}
\begin{pmatrix} c_k \\ w_k \end{pmatrix} & \in \left\{ \begin{pmatrix} 12.3 \\ 2.25 \end{pmatrix}, \begin{pmatrix} 16.0 \\ 2.25 \end{pmatrix}, \begin{pmatrix} 20.3 \\ 2.56 \end{pmatrix}, \begin{pmatrix} 25.0 \\ 2.25 \end{pmatrix}, \begin{pmatrix} 29.2 \\ 1.96 \end{pmatrix}, \begin{pmatrix} 33.0 \\ 1.44 \end{pmatrix} \right\} .
\end{align*}
\]

In this way the initial 42 velocity channels are reduced to 6 effective channels. The basis selection algorithm (section 7.2.2) ensures that we do not lose important information.

Figure 7.4 shows the multivariate image (6 images in inverse video of the weights of the 6 Gaussians with fixed variances and mean values) obtained with our reduction technique. Due to the fact that the mean values of the basis are approximately equidistant, the multivariate images look like binned channel maps. These reduced images feed the Markovian classifier, allowing us to isolate regions of similar spectra. The most adapted number of classes depends on the complexity of the data cube. Selecting an overly small number of classes results in loss of information, selecting an overly large number leads to classes without physical meaning, which are sometimes made up of dispersed patches on the image. It is beyond the scope of this chapter to discuss how to determine in general the most appropriate number of classes. However, the expert may have an expectation for the number of classes of interest. One then may explore different classification solutions with a variable number of classes around this expected value. In our case we found that 7 classes are sufficient to describe the main features of the NGC 4254 data cube.

The final segmentation map of 7 classes together with the average observed and model spectra for each class is shown in figure 7.5. In general, the observed spectra are well fitted by a weighted combination of our Gaussian basis functions. The fact that the average observed spectra for all classes are single peaked shows that we actually
Figure 7.4. Maps of the weights of the 6 Gaussians with fixed mean values and variances. In the case of NGC 4254, this corresponds to a reduction of the original 42 channels to 6 effective channels. The x and y axis are the astronomical coordinates.
obtain classes of distinct spectral line profiles with this first method. The fine structure of the model line profiles is due to the limited number of Gaussians of the basis. We consider that the estimation is acceptable since the widths of the fine structure of the average model spectra are always smaller than the widths of the average observed spectrum. Finally, the important information is the average observed line profile.

The comparison between the segmentation map and the velocity field (right panel of figure 7.1) shows that the segmentation is mainly done according to velocity, i.e.,

Figure 7.5. Results of segmentation of the maps shown in figure 7.4: (a) segmentation map. The x and y axis are the astronomical coordinates. (1-7) average spectra for each class (solid: observed spectrum, dashed: model spectrum). The velocity channels are represented on the x axis, the intensity on the y axis (in Jy). The peaks of the line profiles are indicated by an arrow.
the position of the peak in the 1D spectrum. This is due to the nature of the basis (almost equidistant in velocity; see section 7.2.4). Only the peak of the averaged line profile of class 4 lies within the full width half maximum (FWHM) of the averaged line profile of class 5. Here the segmentation is also based on the peak value of the line profile which is much smaller for the line profiles of class 4 than for those of class 5. Thus for a sufficiently large number of classes (equal to or larger than the number of basis Gaussians) the segmentation is also based on the peak intensity of the line profiles. Two perturbations of the velocity field in the northern part of the galaxy can be identified (right panel of figure 7.5):

1) a departure from the symmetric velocity gradient near pixel (70,50) where the red/yellow region extends into the green region;

2) the blue region in the north of the galaxy.

Both regions are recognized as distinct classes (1 and 4) in figure 7.5. We conclude with this first approach that our data processing method is operating successfully.

For this relatively simple data cube, the segmentation map (figure 7.5) does not contain additional information to the velocity field (figure 7.1 right panel). This segmentation map might be used in a first step to produce masks allowing to isolate the kinematically interesting regions in the north of the galaxy (class 1 and 4). Nevertheless, this data cube corresponds to a simple case and the kinematic behavior of galaxies is often more complex. Indeed, the kinematic map could exhibit inhomogeneous areas (multiple emission components within the gas structures, e.g. double line profile). So, the next section presents a more advanced processing scheme to deal with such challenge.

7.2.5. Double Line Profiles

We have seen that the proposed segmentation method produces a discrete velocity field and masks the regions of asymmetries in the velocity field. The principal result is thus the labeling of different regions of interest. All these regions can already be approximately separated by eye on the moment maps (figure 7.7). However, a feature that cannot be detected easily by the moment maps is double line profiles. This information is lost by the velocity averaging process when the moment maps are produced. In order to investigate whether our segmentation method is able to detect regions of double line profiles, we added an artificial line to the spectra in a circular region north of the galaxy center (with its center position (60, 35), a radius of 10 pixels and a center velocity at channel number 28). The intensity of the artificial line is maximum at the center and falls off radially (we used a Gaussian profile with a width of 5 pixels). Figure 7.9 shows the moment maps of this new data cube. The additional lines produce a local maximum in the H\textsubscript{I} emission map (left panel) and a pronounced asymmetry in the velocity field (right panel).
The basis for this modified data cube is:

\[
\begin{bmatrix}
  c_k \\
  w_k
\end{bmatrix} \in \left\{ \begin{bmatrix} 12.3 \\ 2.25 \end{bmatrix}, \begin{bmatrix} 16.0 \\ 2.25 \end{bmatrix}, \begin{bmatrix} 20.2 \\ 2.56 \end{bmatrix}, \begin{bmatrix} 24.8 \\ 2.56 \end{bmatrix}, \begin{bmatrix} 29.0 \\ 2.25 \end{bmatrix}, \begin{bmatrix} 33.0 \\ 1.44 \end{bmatrix} \right\}.
\]

It is almost identical to that of the original data cube. Figure 7.8 shows the multivariate image (6 images in inverse video of the weights of the 6 Gaussians with fixed variances and mean values) obtained with our reduction technique on the modified.
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**Figure 7.6.** Principal Component Analysis (PCA) of NGC 4254. Only the images corresponding to the six largest eigenvalues are kept. (a) Segmentation map. The x and y axis are the astronomical coordinates. (1-7) Average spectra for each class (solid: observed spectrum, dashed: model spectrum). The velocity channels are represented on the x axis, the intensity on the y axis (in Jy).
Figure 7.7. NGC 4254 data cube after addition of a region with an artificial line creating a double line profile (center at (60, 35)). Left panel: H\textsc{i} emission distribution (moment 0). The $x$-axis corresponds to right ascension, the $y$-axis to declination. The intensity is given in mJy. Right panel: H\textsc{i} velocity field (moment 1). The velocities are given in channel maps.

data cube. The final segmentation map of this modified data cube together with the average observed and model spectra is presented in figure 7.9. Again, in the inner part of the galaxy a discrete velocity field is produced. The northern perturbed part of the velocity field is also recognized (class 1). The region of double line profiles appears as a new separate class (5). The averaged observed and fitted line profiles clearly show a double peak with a component of class 1 (central channel number: 17) and the new, artificially added component (central channel number: 28). This double line profile is clearly distinct from the fine structure of the modeled lines, which is always contained within the width of the observed line profile. Thus, our method is able to detect regions of double line profiles. The 42 channel maps of the original cube can then be inspected in detail using the mask of the double line region.

The double line profile could have been detected by the inspection of the channel maps by eye and/or by making multiple position–velocity plots. However, without a prior knowledge of the location of the double line profile this can be quite long and painful, especially if the cube is more complex than our test cube. Despite the loss of spectral resolution (the cube is reduced from 42 channels to 6 effective channels), our method is still able to detect and mask multiple line profiles. We think that this is very useful for an astronomer who has to handle complex 3D data cubes. The further investigation is simplified by the knowledge and possible masking of regions of multiple line profiles, which might be carried out with more sophisticated methods applied to the original data cube.
Figure 7.8. Maps of the weights of the 6 Gaussians with fixed mean values and variances. A region of artificial line profiles creating a region of double line profiles is added (center at (60, 35)), which is clearly visible in map (1). The x and y axis are the astronomical coordinates.
Figure 7.9. Results of segmentation of the maps shown in figure 7.8: (a) segmentation map. The x and y axis are the astronomical coordinates. (1-7) average spectra for each class (solid: observed spectrum, dashed: model spectrum). The velocity channels are represented on the x axis, the intensity on the y axis (in Jy). The peaks of the line profiles are indicated by an arrow.

7.2.6. Conclusion

In this first method we propose to analyse data cubes by fitting for each observed spectrum a weighted combination of Gaussian components. The weight parameters of the Gaussians are the input of a Markovian segmentation algorithm. Due to the curse of dimensionality (Hughes phenomenon), the number of input parameters is limited to ten. In our approach, we chose to fix the number of Gaussian functions to 6 (the optimum number of classes depends on the complexity of the data cube) and to set...
their mean values and variances to their 6 most representative values. The weights of these 6 Gaussians with fixed mean value and variance are determined by fitting the observed spectra on the selected basis. In this way the original number of channels of the data cube is reduced to 6 effective channels. A Markovian image segmentation is then done on the 6 maps of the weights of the Gaussians [F.F 05]. The final result is a segmentation map where regions of similar spectral line profiles are assembled into different classes.

7.3. Spectral Decomposition for Component Classification

7.3.1. Introduction

The approach presented in section 7.2 provides a map of the homogeneous kinematic zones in the galaxy, that is a segmentation showing the spatial regions with a similar kinematic behavior. However, it is unable to distinguish different gas structures, that is, two superimposed structures cannot be separated since each pixel of the image belongs to a single class. On the contrary, on structure may be split into different kinematic zones. This is clearly shown on figure 7.9 where the double line region is seen as a separate class, although the two lines are not distinguished. Besides, the great structure is split into different regions while it is a unique gas structure. In that respect, we have developed a second approach aiming at detecting the gas structures instead of the regions of same kinematic behavior. In this new approach, the classification is done by tracking the estimated components through the cube. This is not possible with the first decomposition algorithm because each pixel is decomposed into six components with identical positions and widths. Therefore, the second approach also have a new decomposition step in which the component positions and widths are estimated.

The first step of this approach (section 7.3.2) decomposes each pixel in a sum of Gaussian components whose number, positions, amplitudes and widths have to be estimated. These variables may differ between two pixels; in other words, the decomposition is not set on a unique basis. This is a major difference with the previous approach which allows to track the components. The second step (section 7.3.3) classifies each estimated component with the assumption that two components in two neighbouring pixels are considered in the same class if their parameters are similar.

We keep the same notations as in section 7.2: let a multispectral image with \( N \) channels defined on a regular lattice \( S \) of size \( H \times W \) pixels. Each of the \( D = H \times W \) pixels \( s \in S \) of the image is a spectrum \( y_s \) of length \( N \).
7.3.2. Spectrum Decomposition

Clearly, the decomposition of a spectrum is an ill-posed inverse problem [IDI 08]; this is reinforced by the non-linearity and the non-constant dimension model (see equation (7.7)). Thus, the problem is set in the Bayesian framework using a hierarchical model which allows to set priors on the hyperparameters instead of fixing them arbitrarily [GIL 99, ROB 02]. In that respect, there is a substantial gain in modeling the components by parametric functions since it reduces the number of unknowns, i.e. the solution space. Nevertheless, we do not consider any spatial prior in the decomposition step; this information will be used in the classification step (section 7.3.3). Besides, we are interesting in this step to decompose the whole cube; this allows the hyperparameters to be the same in each spectrum. For example, a single noise variance is considered all over the spectra; this is a realistic assumption because the noise is stationary in radioastronomy.

The proposed model yields a complex posterior distribution which is expected to have many local minima. To handle this problem, we propose to use Monte Carlo Markov chain (MCMC) methods [GIL 99, ROB 02] to simulate the posterior. In fact, we use the so-called trans-dimensional MCMC methods [GRE 95, RIC 97] because the dimension of the problem is not constant. Indeed, the component number is unknown and has to be estimated, so the variable number is itself unknown and may change; the problem is said to be a non-constant dimension model. At last, to reduce the computation time, the spectra containing only noise are not decomposed (indeed, the cosmological background does not carry any information about the gas kinematic). To do that, a mask is computed on the multispectral image before decomposition to discard the spectra containing only noise. The mask is determined by clipping the cube at a level of $3\sigma$ ($\sigma$ being the rms noise). A morphological dilation is then applied to connect close regions in the mask (a disk of diameter 7 pixels is chosen for structuring element).

Bayesian Model

The problem of decomposing a radio spectrum is typically an object extraction problem which consists in decomposing the data as a noisy sum of elementary “patterns” modeling the components. These ones are modeled by a known parametric function $f$ with unknown parameters (e.g. the pattern amplitude or position).

---

3. It is noteworthy that the problem also can be modelled as a marked point process [MØ 04]. In this case, a Poisson point process would be convenient because the components are supposed to be independent each other (there is no repulsive or attraction behavior). However, we think that this framework is too complex compared to the proposed model.
Each spectrum \( y_s \) \((s \in S)\) is modeled as a noisy sum of \( P_s \) components:

\[
y_s = \sum_{k=1}^{P_s} a_{sk} f(c_{sk}, w_{sk}) + e_s,
\]

where \( f \) is a vector function of length \( N \) and \( e_s \) is a \( N \times 1 \) vector modeling the noise. We stress that, contrary to the previous approach, the spectrum does not represent a probability density function. Furthermore, we suppose that the component number \( P_s \) is itself unknown and has to be estimated. This is a major difference with the first approach yielding a fine decomposition of the spectra (see figure 7.11).

The usual model in radioastronomy assumes that the components are Gaussian with position \( c_{sk} \), amplitude \( a_{sk} \) and size \( w_{sk} \). So, the vector function \( f \) for component \( k \in \{1, \ldots, P_s\} \) in pixel \( s \in S \) at frequency channel \( j \in \{1, \ldots, N\} \) equals:

\[
f_j(c_{sk}, w_{sk}) = \exp \left( -\frac{(j - c_{sk})^2}{2w^2_{sk}} \right). 
\]

For simplicity, the expression of a Gaussian function was multiplied by \( \sqrt{2\pi w^2_{sk}} \) so that \( a_{sk} \) corresponds to the maximum (the amplitude) of the component. In addition, we have \( \forall s, k, a_{sk} \geq 0 \) because the components are supposed to be non-negative.

This model assumes that the components are perfect Gaussians while real lines may sometimes be asymmetric. In that case, an asymmetric component will be estimated by one large pattern and another (or many other) smaller. The solution has no physical sense, but the estimated structure seems to be not affected. Thus, adding a “skewness parameter” in the expression of \( f \) might be an interesting solution, but we think this would lead to a more complex model without improving significantly the results compared to the actual results.

Equation (7.7) also reads in matrix form:

\[
y_s = F_s a_s + e_s 
\]

where \( F_s \) is a \( N \times P_s \) matrix and \( a_s \) is a \( P_s \times 1 \) vector:

\[
F_s = \begin{pmatrix}
    f_1(c_{s1}, w_{s1}) & \cdots & f_1(c_{sP_s}, w_{sP_s}) \\
    \vdots & \ddots & \vdots \\
    f_N(c_{s1}, w_{s1}) & \cdots & f_N(c_{sP_s}, w_{sP_s})
\end{pmatrix} \quad \text{and} \quad a_s = \begin{pmatrix}
    a_{s1} \\
    \vdots \\
    a_{sP_s}
\end{pmatrix}.
\]

Prior Distributions

To get an integrable posterior distribution, we choose to set only proper priors (i.e. integrable priors) on the unknowns and the hyperparameters. Some priors are
conjugate so as to get conditional posterior distributions easy to simulate [ROB 02]. Especially, we choose conjugate priors for variances \( r_a \) and \( r_e \) (see further) because we do not have any prior information on these parameters. We also try to use common priors for which simulation algorithms are available [ROB 02].

The following priors stand for each \( s \in S \) and \( k \in \{1, \ldots, P_s\} \).

- The prior model is specified by supposing that \( P_s \) is drawn from a Poisson distribution [GRE 95] :
  \[
p(P_s) = e^{-\lambda} \frac{\lambda^{P_s}}{P_s!} \mathbb{I}_E(P_s)
\]
  where \( \lambda \) can be interpreted as the expected number of components in the spectra (we choose \( \lambda = 1 \)) and \( \mathbb{I}_E(x) \) is the indicator function (that is, \( \mathbb{I}_E(x) = 1 \) if \( x \in E \), 0 otherwise);

- the noise \( e_s \) is supposed to be white, zero-mean Gaussian, independent and identically distributed with variance \( r_e \) :
  \[
e_s \sim \mathcal{N}(0, r_e);
\]

- we do not have any information about the component locations, we can only suppose that they are spread over the spectra. So, component locations \( c_{sk} \) are supposed uniformly distributed on \([1; N]\) :
  \[
c_{sk} \sim \mathcal{U}[1,N](c_{sk});
\]

- component amplitudes \( a_{sk} \) are distributed according to a (conjugate) Gaussian distribution with variance \( r_a \) and truncated in zero to get positive amplitudes. We note in the sequel \( a_{sk} \sim \mathcal{N}^+(0, r_a) \) where \( \mathcal{N}^+(\mu, \sigma^2) \) stands for a Gaussian distribution with positive support defined as :
  \[
p(x|\mu, \sigma) = \sqrt{\frac{2}{\pi \sigma^2}} \left[ 1 + \text{erf} \left( \frac{\mu}{\sqrt{2\sigma^2}} \right) \right]^{-1} \exp \left( -\frac{(x - \mu)^2}{2\sigma^2} \right) \mathbb{I}_{[0;+\infty]}(x)
\]
  and \( \text{erf} \) is the error function ;

- we choose an inverse gamma prior \( \mathcal{IG}(\alpha_w, \beta_w) \) for component width \( w_{sk} \) because this is a positive-support distribution whose parameters \( \alpha_w \) and \( \beta_w \) can be set according to the approximate component width known a priori. Thus, we suppose that the component width is 5, but, because this value is very approximative, we also suppose a large variance (equals to 100), yielding \( \alpha_w \approx 2 \) and \( \beta_w \approx 5 \).
• the hyperparameter $r_n$ is distributed according to a conjugate (inverse gamma) prior $\mathcal{IG}(\alpha_n, \beta_n)$. This prior aims at avoiding numerical errors but not at influencing the estimation, so it has to be the less informative\(^4\). We propose to set the mean to the approximate real component amplitude (say $\nu$) which can be roughly estimated, and to assign a large value to the variance. This yields:

$$\alpha_n = 2 + \epsilon \quad \text{and} \quad \beta_n = \nu + \epsilon \quad \text{with} \quad \epsilon \ll 1;$$

• a common choice for noise variance prior is Jeffreys distribution, which is unfortunately improper. Therefore, we adopt again an inverse gamma prior $\mathcal{IG}(\alpha_e, \beta_e)$ for $r_e$, whose parameters are both set close to zero ($\alpha_e = \beta_e = \zeta$, with $\zeta \ll 1$) which is in fact the limit case corresponding to Jeffreys prior.

The directed acyclic graph showing the dependencies between the variables is displayed in figure 7.10. Squares represent fixed or observed quantities while circles represent the unknowns, and dotted (respectively plain) arrows represent the deterministic (respectively probabilistic) dependencies.
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Figure 7.10. Directed acyclic graph specific to the model.

---

4. A uniform distribution, which is often used as a non-informative prior and corresponds to $\alpha_n = \beta_n = 0$ cannot be used because it is improper (i.e. non integrable).
Posterior Distributions

The posterior density integrability cannot be checked mathematically because of its complexity, but, as the priors are proper, a sufficient condition to prove the posterior integrability is fulfilled. The conditional posterior distributions of each unknown is obtained thanks to the prior defined above.

\[
c_{sk} \propto \exp \left( -\frac{1}{2r_e} \|y_s - F_s a_s\|^2 \right) \mathbb{I}_{[1, N]}(c_{sk}),
\]

\[
a_{sk} \sim N^+(\mu_{sk}, \rho_{sk}),
\]

\[
w_{sk} \propto \exp \left( -\frac{1}{2r_e} \|y_s - F_s a_s\|^2 - \frac{\beta_w}{w_{sk}} \right) \frac{1}{w_{sk}^{\alpha_w + 1}} \mathbb{I}_{[0, +\infty]}(w_{sk}),
\]

\[
r_a \sim IG \left( \frac{L}{2} + \alpha_a, \frac{1}{2} \sum_s \frac{\alpha_{sk}^2}{\alpha_{sk} + \beta_a} \right),
\]

\[
r_e \sim IG \left( \frac{NM}{2} + \alpha_e, \frac{1}{2} \sum_s \|y_s - F_s a_s\|^2 + \beta_e \right)
\]

where \(x\mid\cdots \) means \(x\) conditionally to \(y\) and the other variables and:

\[
\mu_{sk} = \rho_{sk} \frac{r_a}{r_e} z_{sk} F_{sk}, \quad \rho_{sk} = \frac{r_a r_e}{r_a + r_e F_{sk} F_{sk}^T}, \quad z_{sk} = y_s - F_s a_s + F_{sk} a_{sk}
\]

and \(N\) is the spectrum length, \(M\) is the number of processed pixels, \(L\) denotes the total component number (i.e. \(L = \sum_s P_s\)) and \(F_{sk}\) corresponds to the \(k\)th column of matrix \(F_s\).

The conditional posterior expressions for \(c_{sk}\) and \(w_{sk}\) as well as the hyperparameters are straightforward considering the global posterior. On the contrary, the conditional posterior for \(w_{sk}\) is not easy to obtain; the detail of the computation can be found in [MAZ 05a, Appendix B].

Estimation

Because the posterior is a high dimensional complex density, usual optimisation techniques fail to provide a satisfactory solution. So, we propose to use MCMC methods to achieve the estimation problem [GIL 99, ROB 02]: they are efficient techniques for drawing samples \(X\) from a distribution \(\pi\) by generating a sequence of realizations \(\{X^{(i)}\}\) through a Markov chain having \(\pi\) as its stationary distribution. Then, Monte Carlo integration approximates an estimator \(E[\psi(X)]\) by:

\[
E[\psi(X)] \approx \frac{1}{T} \sum_{i=1}^{T} \psi(X^{(i)}).
\]
Besides, we need a MCMC method which is able to handle a variable dimension model. Indeed, the component number is unknown and has to be estimated: this is a condition to provide a fine decomposition for each spectrum. Some MCMC methods dealing with models of variable dimension have been proposed during the last decade: they are known as trans-dimensional MCMC methods. Among them, the reversible jump MCMC algorithm [GRE 95, RIC 97] appears to be popular, fast and flexible [CAP 03]. At each iteration of this algorithm, a move which can either change the model dimension or generate a random variable is randomly performed. Following recommendations of Cappé et al. [CAP 03], we propose these moves:

- $B_s (s \in S)$ “birth in $s$”: a component is created in pixel $s$;
- $D_s (s \in S)$ “death in $s$”: a component is deleted in pixel $s$;
- $U_s (s \in S)$ “update in $s$”: variables $c_s, a_s$ and $w_s$ are updated;
- $H$ “hyperparameter update”: hyperparameters $r_a$ and $r_e$ are updated.

Only the moves $B_s$ and $D_s$ may change the model dimension. Let $b_s, d_s, u_s$ and $h$ be respectively the probabilities for moves $B_s, D_s, U_s$ and $H$, they are chosen so that:

$$b_s = \frac{\gamma}{M+1} \min \left\{ 1, \frac{p(P_s+1)}{p(P_s)} \right\}$$

$$d_s = \frac{\gamma}{M+1} \min \left\{ 1, \frac{p(P_s-1)}{p(P_s)} \right\}$$

$$u_s = \frac{1}{M+1} - b_s - d_s$$

$$h = \frac{1}{M+1}$$

with $\gamma$ such that $b_s + d_s \leq 0.9$ (we choose $\gamma = 0.45$) and $d_s = 0$ if $P_s = 0$.

We now consider the sampling method for generating random variables following the posterior distributions. Many methods available in literature are used for sampling positive normal [MAZ 05b] and inverse gamma distributions [ROB 02, DEV 86]. Otherwise, $c_{sk}$ and $w_{sk}$ are sampled using a random-walk Metropolis-Hastings algorithm [ROB 02, GIL 99]. To improve the algorithm speed, they are sampled jointly to avoid calling the likelihood twice because it is costly in computing time. The proposal distribution is a (separable) truncated Gaussian centered on the current value:

$$\tilde{c}_{sk} \sim N(c_{sk}^*, r_c) \mathbb{1}_{[1,N]}(\tilde{c}_{sk}), \quad \tilde{w}_{sk} \sim N^+(w_{sk}^*, r_w)$$

where $\tilde{\cdot}$ stands for the proposal and $\cdot^*$ denotes the current value. The algorithm efficiency depends on the scaling parameters $r_c$ and $r_w$ chosen by the user (generally with heuristics methods); Gelman et al. [GEL 96] recommend to look for obtaining an acceptance rate of 0.5. At last, the acceptance test is computed with the logarithm of the acceptance rate to avoid numerical errors.

Finally, the estimation is computed by picking in the generated Markov chain the sample which minimises the mean square error: this is a very simple estimation of the maximum a posteriori which does not need to save the Markov chains. Indeed, the number of unknowns, and as a result, the number of Markov chains to save, is prohibitive.
Example of Decomposition

To illustrate the relevance of this approach, the decomposition of spectrum (222, 278) of NGC 4254 cube is shown in figure 7.11. The algorithm ran for \( I = 5000 \) iterations and the expected component number has been set to \( \lambda = 1 \) to favor a low number of component. The spectrum is denoted by the gray line and the decomposition by the black lines (dashed lines correspond to each estimated component and the plain line to their sum). The estimated component number is \( \hat{P} = 3 \). We also plot the residual between the data and the estimation, showing that the decomposition is relevant.

7.3.3. Classification

The goal of this second approach is to detect the different gas structures in the galaxy. The decomposition method provides for each spectrum \( P_s \) components with parameter \( x_{sk} = \{ c_{sk}, a_{sk}, w_{sk} \} \). Thus, we aim in this step to assign a class (or index) \( q_{sk} \in \mathbb{N}^* \) to each estimated component \( k \) in spectrum \( s \). Each class represents one gas structure, so that components with the same class belong to the same gas structure.

First of all, the components whose amplitude is lower than a predefined threshold \( \tau \) are vanished in the following procedure (this condition helps the astronomer to analyse the gas location with respect to the intensity). To perform the classification, we
assume that the component parameters exhibit weak variation between two neighbouring spectra, i.e. two components in two neighbouring spectra are considered in the same class if their parameters are close. The spatial dependency is introduced by defining a Gibbs field over the decomposed image [?]:

$$p(q|x) = \frac{1}{Z} \exp \left( -U(q|x) \right) = \frac{1}{Z} \exp \left( -\sum_{c \in C} U_c(q|x) \right)$$

(7.9)

where $Z$ is the partition function, $C$ gathers the cliques of order 2 in a 4-connexity system and the potential function is defined as the total cost of the classification.

Let consider one component $(s, k)$ located in spectrum $s \in S (k \in \{1, \ldots, P_s\})$, and a neighbouring pixel $t \in S$. Then, the component $(s, k)$ may be classified with a component $(t, l)$ ($l \in \{1, \ldots, P_t\}$) if their parameters are similar. In this case, we define the cost of component $(s, k)$ equals to a distance $D(x_{sk}, x_{tl})^2$ computed with the component parameters (we see further why we choose the square of the distance). On the contrary, if no component in spectrum $t$ is close enough to component $(s, k)$, we choose to set the cost of the component to a threshold $T^2$ which codes the weaker similarity allowed. Indeed, if the two components $(s, k)$ and $(t, l)$ are too different (that is $D(x_{sk}, x_{tl})^2 > T^2$), it would be less costly to let them in different classes. Finally, the total cost of the classification (i.e. the potential function) corresponds to the sum of the component costs.

Formally, these considerations read in the following manner. The potential function is defined as:

$$U_c(q|x) = \sum_{k=1}^{P_s} \varphi(x_{sk}, q_{sk}, x_{tl}, q_{tl})$$

(7.10)

where $s$ and $t$ are the two spectra involved in the clique $c$, and $\varphi(x_{sk}, q_{sk}, x_{tl}, q_{tl})$ represents the cost associated for the component $(s, k)$ and defined as:

$$\varphi(x_{sk}, q_{sk}, x_{tl}, q_{tl}) = \begin{cases} D(x_{sk}, x_{tl})^2 & \text{if } \exists l \text{ such that } q_{sk} = q_{tl}, \\ T^2 & \text{otherwise.} \end{cases}$$

(7.11)

In some ways, $\varphi(x_{sk}, q_{sk}, x_{tl}, q_{tl})$ can be seen as a truncated quadratic function which is known to be very appealing in the context of outliers detection [?].

We choose for the distance $D(x_{sk}, x_{tl})$ a normalized Euclidean distance:

$$D(x_{sk}, x_{tl}) = \sqrt{\left( \frac{c_{sk} - c_{tl}}{\delta_c} \right)^2 + \left( \frac{a_{sk} - a_{tl}}{\delta_a} \right)^2 + \left( \frac{w_{sk} - w_{tl}}{\delta_w} \right)^2}.$$ 

(7.12)

The distance is normalized because the three parameters have not the same unity. $\delta_c$, $\delta_a$, and $\delta_w$ are the normalizing factors in the frequency domain whereas $\delta_a$ is the one in
In the intensity domain, we consider that two components are similar if their positions or widths do not differ for more than 1.2 wavelength channel, or if the difference between the amplitudes do not exceed 40% of the maximal amplitude. So, we set 
\[ \delta_c = \delta_w = 1.2, \delta_a = \max(a_{sk}, a_{s'k'}) \times 40\% \text{ and } T = 1. \]

To resume, we look for:

\[ \hat{q} = \arg \max_q p(q|x) \quad \Leftrightarrow \quad \hat{q} = \arg \min_q \sum_{c \in C} \sum_{k=1}^{P_c} \varphi(x_{sk}, q_{sk}, x_t, q_t). \quad (7.13) \]

We propose a greedy algorithm to perform the classification because it yields good results in an acceptable computation time (about 36 s on the cube considered in section 7.3.4 containing 9463 processed pixels). The algorithm is presented below. The main idea consists in tracking the components through the image by starting from an initial component and looking for the components with similar parameters spectrum by spectrum. These components are then classified in the same class, and the algorithm starts again until every estimated component is classified. Let \( z^* \) be the increasing index coding the class, and the set \( \mathcal{L} \) gathers the estimated components to classify.

1. set \( z^* = 0 \)
2. while it exists some components that are not yet classified:
   3. \( z^* = z^* + 1 \)
   4. choose randomly a component \( (s, k) \)
   5. set \( \mathcal{L} = \{(s, k)\} \)
   6. while \( \mathcal{L} \) is not empty:
      7. set \( (s, k) \) as the first element of \( \mathcal{L} \)
      8. set \( q_{sk} = z^* \)
      9. delete component \( (s, k) \) from \( \mathcal{L} \)
   10. among the 4 neighbouring pixels \( t \) of \( s \), choose the components \( l \) that satisfy the following conditions:
      (C1) they are not yet classified
      (C2) they are similar to component \( (s, k) \) that is \( D(x_{sk}, x_{tl})^2 < T^2 \)
      (C3) their amplitude is greater than \( \tau \)
   11. Add \( (t, l) \) to \( \mathcal{L} \)
7.3.4. Results on NGC 4254 Cube

We applied the proposed approach on the NGC 4254 cube already presented in section 7.1. The algorithm ran for 5000 iterations and the variables are initialized by simulating them from the priors. The processing was carried out using Matlab on a double core (each 3.8 GHz) PC with 4 Gb of RAM and takes 337 minutes.

The greatest number of estimated components in a spectrum equals 5 (figure 7.12). The estimation is very satisfactory because the difference between the original and the estimated cubes is very small (figure 7.13); this is confirmed by watching every spectrum decomposition (not shown here).

Figure 7.12. Map of the estimated component number.

Figure 7.13. Original (left) and estimated (right) moment 0 of the cube NGC 4254 (in inverse video). The mask border is depicted by the black line.
The estimated components are then classified into 8668 classes, but the majority are very small and, consequently, not significant. In fact, only two classes, gathering more than 100 components each one, are relevant: the large central structure and the “comma” shape in the bottom-left (figure 7.14). Thus, this new approach operates successfully since it is able to distinguish clearly the gas structures in the galaxy.

7.3.5. Double Line Profiles

We also want to assess the performances of the proposed approach in the case of a double line profile which cannot be detected easily by the moment maps (see figure 7.7). Again, the algorithm ran for 5000 iterations. As for the previous data cube, the decomposition is very good and the error between the original and estimated cubes is very small. The artificially added component appears clearly as a third relevant class (figure 7.15).

The analysis of the emission distribution (moment 0) and the velocity field (moment 1) of the three classes is also instructive (figure 7.16). Indeed, the velocity field of the large central structure shows a rotating disk. As well, the emission distribution of the artificial structure shows that the intensity of the artificial line is maximum at the center and falls off radially, while the velocity field is quite constant and equals 28.69. Therefore, the emission satisfactory since the artificial component is a Gaussian profile in intensity and has a center velocity at channel number 28.
Figure 7.15. Map of the three main classes of NGC 4254 with an artificial component added (threshold \( t \) equals 0.01 times the maximum intensity).

Figure 7.16. Emission distributions (top) and velocity fields (bottom) of the three classes (images in inverse video). The images have the same color scale.
7.4. Conclusion and Perspectives

We consider in this chapter the problem of the kinematic segmentation of gas structures in galaxies. Data are radioastronomical cubes (multispectral images) where each pixel is a spectrum whose component lines are shifted due to the Universe expansion (Doppler effect) and local velocities of the gas. The shifts are relevant of the formation and the behavior of the galaxy.

We propose two Bayesian methods to handle the problem. They are intended to help the astronomers to handle complex data cubes and to be complementary to the standard method of analysis. Both consists in decomposing the spectrum as a sum of Gaussian components so that the data are reduced and used in a second step when segmentation is done.

More specifically, the first approach provides a segmentation map showing the different kinematic regions. The decomposition is processed by first decomposing each spectrum in six Gaussians, then the more representative Gaussians are selected to form a basis from which the pixels are decomposed again. This yields reduced data which feeds a Markovian segmentation algorithm. Nevertheless, this first approach has two main limitations: on one hand the singularity of the basis on the whole spatial location is not always appropriate, on the other hand the classification depends on the number of classes which is empirically fixed.

The second approach tries to overcome these limits by estimating each gas structure. Also, the pixels are decomposed into a sum of Gaussians, but their number, position, amplitude and widths are estimated using the RJMCMC algorithm. In other words, the spectra are not decomposed on a unique basis: this allows to fit well complex profiles. Unfortunately, it remains impossible to keep the previous segmentation algorithm, because the decomposition results may vary on each spectrum (number of rays, parameter of each ray). Thus, a second step consists in “tracking” the estimated components to classify them. By this way, we are now able to separate different gas structure behavior (in a kinematic point of view). However, the second approach is unable to separate two superimposed structures if they physically cross because it exists at least one pixel where the components of the two structures are two similar. The ability to distinguished each structure is clearly an advantage compared to the first approach.

In conclusion, the two methods presented in this chapter are complementary and make the analysis easier than using only the moment maps. Future works will be dedicated to develop a third approach combining the two advantages of the proposed methods.
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TROISIÈME PARTIE

Denoising and segmentation
Wavelet transform for the denoising of multivariate images

8.1. Introduction

An increasing attention is being paid to multispectral images for a great number of applications (medicine, agriculture, archeology, forestry, coastal management, remote sensing . . . ) because many features of the underlying scene have unique spectral characteristics that become apparent in imagery when viewing combinations of its different components. Hence, in satellite imaging, a better analysis of the nature of the materials covering the surface of the earth is achieved [LAN 00]. Typically, multispectral imaging systems employ radiometers as acquisition instruments which operate in different spectral channels. Each one delivers a digital image in a small range of the visible or non visible wavelengths. As a result, the spectral components form a multicomponent image corresponding to a single sensed area. Usually, satellites have three to a dozen of radiometers. Multispectral sensors offer a valuable advantage over color aerial photographs, thanks to their ability to record reflected light in the near infrared domain. Near infrared is the most sensitive spectral domain used to map vegetation canopy properties [GUY 90]. There are several families of on-board multispectral radiometers in the different satellite systems. The first example is SPOT 3 which has two High Resolution Visible imaging systems (HRV1 and HRV2). Each HRV is designated to operate in two sensing modes : a 10 m resolution “Panchromatic” (P) mode over the range [0.5, 0.73] \( \mu \text{m} \) and a 20 m resolution multispectral mode. For the multispectral mode, the first channel is associated with the range [0.5, 0.59] \( \mu \text{m} \), the second channel with the range [0.61, 0.78] \( \mu \text{m} \) and the third one with...
the range $[0.79, 0.89] \ \mu m$. The SPOT family provides a service continuity with the upgraded satellite SPOT 4 (launched on March 1998) and SPOT 5 (launched on May 2002). In addition to the former 3 channels, SPOT 4 and SPOT 5 imaging systems gather images in a fourth channel corresponding to a short wave infrared spectral range $([1.58, 1.75] \ \mu m)$. The fourth channel was introduced in order to allow early observations of plant growth.

Another well-known family of multispectral satellite imaging systems is the set of Thematic Mapper instruments with the launch of Landsat 1 in 1972. Since April 1999, Landsat 7 carries the Enhanced Thematic Mapper Plus (ETM+) sensors which are similar to the Thematic Mapper sensors with additional features. An ETM+ Landsat scene is formed by 7 spectral components at a 30 m spatial resolution (except in the thermal band with a spatial resolution of 60 m) and a panchromatic image with 15 m pixel resolution. Recently, commercial satellites like Ikonos and Quickbird have provided very high resolution images. For instance, Ikonos 4 (resp. Quickbird) collects data with a level of detail of 4 m (resp. 2.4 or 2.8 m) in 4 spectral ranges (blue, green, red, and near infrared).

Despite the dramatical technological advances in terms of spatial and spectral resolutions of the radiometers, data still suffer from several degradations. For instance, the sensor limited aperture, aberrations inherent to optical systems and mechanical vibrations create a blur effect in remote sensing images [JAI 89]. In optical remote sensing imagery, there are also many noise sources. Firstly, the number of photons received by each sensor during the obturation time may fluctuate around its average implying a photon noise. A thermal noise may be caused by the electronics of the recording and the communication channels during the data downlinking. Intermittent saturations of any detector in a radiometer may give rise to an impulsive noise whereas a structured periodic noise is generally caused by interferences between electronic components. Detector stripping (resp. banding) are consequences of calibration differences among individual scanning detectors (resp. from scan-to-scan). Besides, component-to-component misregistration may occur : corresponding pixels in different components are not systematically associated with the same position on the ground.

As a result, it is mandatory to apply deblurring, denoising and geometric corrections to the degraded observations in order to fully exploit the information they contain. In this respect, it is used to distinguish between on-board and on-ground processing. Indeed, on-board procedures should simultaneously fulfill real-time constraints and low mass memory requirements. The involved acquisition bit-rates are high (especially for very high resolution missions) and hence, they complicate the software implementation of enhancement processing. This is the reason why ASIC hardware circuits are employed. Such on-board circuits enable very basic processing since they present a lower performance than ground-based ones. For instance, Landsat ETM+ raw data are corrected for scan line direction and band alignment only. No radiometric or geometric correction is applied. Consequently, most of the efforts for enhancing the data are performed after their reception at the terrestrial stations. In this context, denoising is a delicate task since it aims at attenuating the noise level while maintaining the significant
image features. Generally, the focus is put on additive Gaussian noise. In this respect, many works have been carried out concerning single-component images. The pioneering ones were based on linear spatial filters and nonlinear ones [JAI 89, PIT 90]. In parallel to these efforts, a gain in performance can be achieved by attenuating the noise in a transform domain in which the image representation yields a tractable statistical modelling. The seminal work of Donoho has shown the potentialities of the Wavelet Transform (WT) for reducing a Gaussian additive noise thanks to its sparsity and decorrelation properties [DON 93]. As a consequence, several wavelet-based image denoising methods were investigated.

The objective of this work is to give an overview of the most relevant on-ground wavelet-based noise reduction methods devoted to multicomponent images. Two approaches can be considered. The first one consists of independently applying any monochannel noise reduction method to each component. Although its principle is simple, this approach suffers from a serious drawback as it does not account for the cross-component dependences. This has motivated the development of an alternative approach in which the noisy components are jointly processed. In broad outline, it is also possible to classify all the denoising methods (whatever they are componentwise or multivariate ones) into non Bayesian and Bayesian methods. For the latter category, a prior distribution model is adopted for the unknown image.

This chapter is organized as follows. Notations and the observation model are presented in Section 8.2. Section 8.3 is a concise overview on wavelet transforms and filter banks. Componentwise and multichannel denoising methods are presented in Section 8.4: a wide panel of approaches is tackled (wavelet-based, Bayesian estimation, ...). Finally, some comparisons are drawn in Section 8.5 before concluding the chapter by Section 8.6.

8.2. Observation model

This section is devoted to the characterization of multichannel satellite images.

8.2.1. Observed images

The “clean” unknown multicomponent image \((s^{(1)}(k), \ldots, s^{(B)}(k))_{k \in K}\), where \(K \subset \mathbb{Z}^2\) is a set of spatial indices, consists of \(B\) images corresponding to \(B\) spectral bands captured by \(B\) sensors. The notation \(s^{(b)}(k)\) thus designates the intensity value of the pixel at position \(k\) in the \(b\)-th image component as represented in Fig. 8.1.

To better figure out the multichannel context, Fig. 8.2 displays 6 components of a Landsat 7 image. As can be noticed, image components share common structures, some details being present in specific spectral bands only. This phenomenon can be explained by the fact that some sensors are, for example, better able to capture vegetation whereas others are calibrated for soils. This is one of multispectral image specific properties that should be taken into account in the design of processing methods.
Figure 8.1. In red, a pixel at spatial position $k$ in the $b$-th image component.

Unfortunately, the observed images denoted by $(r^{(1)}(k))_{k \in K}, \ldots, (r^{(B)}(k))_{k \in K}$ are subject to various degradations which are detailed in the next section.

8.2.2. Degradation model

The observed images are corrupted by noises coming from different sources [LAN 86]: atmospheric, sensor detector/preamplifier and quantization. In spite of the various statistical distributions of these noise sources, the global noise present in acquired data can be realistically modelled by an additive zero-mean spatially white Gaussian noise [COR 03, ?] thus leading to the following model:

$$
\forall b \in \{1, \ldots, B\}, \forall k \in K, \quad r^{(b)}(k) = s^{(b)}(k) + n^{(b)}(k). \quad (8.1)
$$

Following a multivariate approach, we define the unknown vector signal $s$, the vector noise $n$ and the vector observation $r$, as

$$
\forall k \in K, \quad \begin{cases}
    s(k) \triangleq [s^{(1)}(k), \ldots, s^{(B)}(k)]^\top \\
    n(k) \triangleq [n^{(1)}(k), \ldots, n^{(B)}(k)]^\top \\
    r(k) \triangleq [r^{(1)}(k), \ldots, r^{(B)}(k)]^\top
\end{cases}
$$

and, consequently, Equation (8.1) can be reexpressed into a more concise form as

$$
\forall k \in K, \quad r(k) = s(k) + n(k) \quad (8.2)
$$

where $n$ is an i.i.d. zero-mean Gaussian multivariate noise with covariance matrix $\Gamma^{(n)} \in \mathbb{R}^{B \times B}$. This matrix can take different forms, three of which will catch our attention:

1) When the noise is uncorrelated from a component to another with the same variance $\sigma^2$ in each channel, the matrix takes the following form: $\Gamma^{(n)}_1 = \sigma^2 I_B$, where $I_B$ denotes the identity matrix of size $B \times B$.

2) When the noise is uncorrelated with various noise levels in the spectral bands, we have $\Gamma^{(n)}_2 = \text{Diag}(\sigma^2_1, \ldots, \sigma^2_B)$. 
Figure 8.2. 6 components of a Landsat 7 satellite image.
3) Finally, a non-diagonal $\mathbf{\Gamma}_3^{(n)}$ matrix accounts for cross-channel correlations between co-located noise samples. One can choose $\mathbf{\Gamma}_3^{(n)} = \sigma^2 \begin{pmatrix} 1 & \rho & \cdots & \rho \\ \rho & 1 & \cdots & \rho \\ \vdots & \vdots & \ddots & \vdots \\ \rho & \cdots & \rho & 1 \end{pmatrix}$, where $\rho \in (0, 1]$ is the correlation factor between two different noise components.

Our objective is thus to perform a multispectral image denoising under the considered assumptions. In this respect, we will see that the use of a multiscale linear transform such as the wavelet decomposition may be of great use.

8.3. An overview of discrete wavelets and multiscale transforms

8.3.1. Historical remarks

A discrete 1D signal $r$ with location index $k$ can be classically written as the following linear expansion:

$$\sum_{k \in \mathbb{Z}} r(k) \delta_k ,$$

where $\delta$ represents the discrete (Kronecker) delta sequence located at 0. While this representation yields optimal sample location, corresponding to the canonical basis, it lacks in providing insights to the inherent signal structure which are beneficial to further processing. Due to the approximate linear nature of many physical processes, signal processing techniques have endeavored to employ a wealth of other suitable linear signal representations, such as the Fourier transform. Under some technical assumptions, the Fourier transform yields the following expansion of the signal:

$$\forall \nu \in [0, 1), \quad R(\nu) = \sum_{k \in \mathbb{Z}} r(k) \exp(-i2\pi k\nu).$$

Although widely used, the Fourier transform does not however allows us to enlighten the time behaviour of the signal. For signals possessing a certain regularity as well as singularities, localized representations called wavelets have generated a tremendous interest in the past 20 years. The story of wavelets is actually older, since it originated a century ago in a famous paper by A. Haar [HAA 10], who considered decompositions of functions into uniformly convergent series. It is generally considered that discrete wavelets, in their modern form, have emerged in the 1980’s. Most of the related works have been nicely gathered in [HEI 06]. We follow here a derivation of wavelet representations based on filter banks, based on the pioneering work by Croisier et al. [CRO 76].
8.3.2. 2-band and M-band filter banks

We consider square summable sequences \( (h_m[k])_{k \in \mathbb{Z}} \) with \( m \in \{0, \ldots, M - 1\} \) representing the impulse responses of \( M \) filters. We often characterize each filter by its frequency response \( H_m \), which is the Fourier transform of its impulse response. The basic building block for a 2-band filter bank based decomposition is illustrated in Fig. 8.3: the digital signal \( r(k) \) is decomposed into two frequency bands by a set of filters \( H_0 \) and \( H_1 \) followed by a decimation by a factor of 2, leading to a pair of coefficient sequences \( (r_{1,0}(k))_{k \in \mathbb{Z}} \) and \( (r_{1,1}(k))_{k \in \mathbb{Z}} \). The set of analysis filters \( H_0 \) and \( H_1 \) with its associated decimators is called an analysis filter bank. A reconstructed signal \( \tilde{r} \) is obtained from \( r_{1,0} \) and \( r_{1,1} \) after a factor of 2 upsampling operator followed by filtering through synthesis filters \( \tilde{H}_0 \) and \( \tilde{H}_1 \) and summation.

![Figure 8.3. Analysis/synthesis 2-band filter bank.](image)

The overall construction satisfies the Perfect Reconstruction property (PR) when the signals \( \tilde{r} \) and \( r \) are equal (eventually up to an integer delay and a non-zero multiplicative factor, which can be incorporated in the filter coefficients). Such a property is verified for non trivial filter families (i.e. including filters with several delays) [SMI 84], whose properties are summarized for instance in [MEY 90, COH 92, DAU 92, MAL 98]. A traditional example is given by the Haar analysis filter bank with analysis filters \( H_0 \) and \( H_1 \) of length 2:

\[
(h_0[0], h_0[1]) = \frac{1}{\sqrt{2}} (1, 1)
\]

\[
(h_1[0], h_1[1]) = \frac{1}{\sqrt{2}} (-1, 1).
\]

and synthesis filters \( \tilde{H}_0 \) and \( \tilde{H}_1 \) obtained by symmetry from \( H_0 \) and \( H_1 \) around the time origin.

Due to the relatively strong constraints imposed on the four filters \( H_0, H_1, \tilde{H}_0 \) and \( \tilde{H}_1 \) to satisfy the PR property, some authors have proposed a more general structure, named \( M \)-band filter banks, based on two sets of \( M \geq 2 \) analysis and synthesis filter banks, represented in Fig. 8.4.
Similarly, the PR property may be obtained from an appropriate choice of analysis and synthesis filters [VAI 87], with improved flexibility in the design of the filters, since the 2-band case now represents a special instance of $M$-band filter banks. Moreover, the latter encompasses a large class of standard linear transforms, e.g. block transforms.

### 8.3.3. Filter bank based multiresolution analysis

A multiresolution analysis of a signal consists of a decomposition where the signal is represented at different scales, allowing us to seize more easily its fine to coarse structures. It has been proved especially useful in signal recovery (denoising, deconvolution and reconstruction) as well as in data compression. A practical multiresolution analysis is obtained by cascading the basic analysis filter bank block. For the generic $M$-band filter bank case, assume that $H_0$ and $H_{M-1}$ are a low-pass and a high-pass filter respectively, whereas $H_1, \ldots, H_{M-2}$ are band-pass filters. The low-pass filtering by $H_0$ followed by decimation yields a first subsampled approximation of the original signal, which may be further decomposed by the same filter bank, as represented in Fig. 8.5. The band-pass and high-pass branches yield subsampled versions of the signal details in different frequency bands, complementary to the low-pass approximation.
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From the continuous-time viewpoint, such a multiresolution analysis can be studied in the space \( L^2(\mathbb{R}) \) of square integrable functions. Successive iterations of the basic \( M \)-band filter bank on the low-pass output is interpreted as approximations at resolution level \( j \). The approximation spaces correspond to a decreasing sequence of nested subspaces \((V_j)_{j\in\mathbb{Z}}\) of \( L^2(\mathbb{R}) \), associated with one scaling function (or father wavelet) \( \psi_0 \in L^2(\mathbb{R}) \). The multiresolution analysis then corresponds to projections of the continuous-time signal onto subspaces \((W_{j,m})_{j\in\mathbb{Z},m\in\{1,\ldots,M-1\}}\), associated with \((M-1)\) mother wavelets \( \psi_m \in L^2(\mathbb{R}), m \in \{1,\ldots,M-1\} \) [STE 93]. These functions are solutions of the following scaling equations:

\[
\forall m \in \{0, \ldots, M-1\}, \quad \frac{1}{\sqrt{M}} \psi_m \left( \frac{t}{M} \right) = \sum_{k=-\infty}^{\infty} h_m[k] \psi_0(t - k).
\]

For \( m \in \{0, \ldots, M-1\}, j \in \mathbb{Z} \) and \( k \in \mathbb{Z} \), define the family of functions

\[
\psi_{j,m,k}(t) = M^{-j/2} \psi_m(M^{-j}t - k).
\]

Then, under orthogonality conditions, we can write:

\[
r(t) = \sum_{m \in \{1,\ldots,M-1\}} \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}} r_{j,m}(k) \psi_{j,m,k}(t)
\]

where

\[
r_{j,m}(k) = \langle r, \psi_{j,m,k} \rangle
\]

and \( \langle \cdot, \cdot \rangle \) denotes the standard inner product of \( L^2(\mathbb{R}) \). The latter expansion is called an \( M \)-band wavelet decomposition of \( r \) onto the orthonormal wavelet basis \( \{ \psi_{j,m,k}, (j,k) \in \mathbb{Z}^2, m \in \{1,\ldots,M-1\} \} \). For more insight on the continuous-time wavelet decomposition, we refer to [MAL 98, FLA 98].

8.3.4. 2D extension

For simplicity, we only consider separable two-dimensional wavelet transforms which constitute a direct extension of the 1D case. The image is processed in two steps: the filter bank is applied successively to the image rows and columns. Consequently, the obtained 2D wavelets are equal to the tensor product of the 1D wavelets and define a \( L^2(\mathbb{R}^2) \) basis. Applying such a transform to multicomponent images consists of applying the 2D transform on each channel \( b \) giving rise to the following coefficients:

\[
\forall b \in \{1,\ldots,B\}, \forall \mathbf{m} = (m_1, m_2) \in \{0,\ldots,M-1\}^2, \forall j \in \mathbb{Z} \text{ and } \forall \mathbf{k} = (k_1, k_2) \in \mathbb{Z}^2,
\]

\[
r_{j,m}^{(b)}(\mathbf{k}) = \langle \langle r^{(b)}, \psi_{j,m_1,k_1}, \psi_{j,m_2,k_2} \rangle \rangle
\]

where \( \langle \cdot, \cdot \rangle \) denotes the standard inner product of \( L^2(\mathbb{R}^2) \). The separable property of the transform allows us to obtain a directional analysis of images, separating the horizontal, vertical and “diagonal” directions.
8.3.5. Other related representations

Nevertheless, wavelets suffer from some drawbacks: the first one is a lack of shift invariance whose potential shift-variant edge artifacts are not desirable in applications like denoising. Another drawback of decompositions onto wavelet bases is that they provide a relatively rough directional analysis. Tools that improve the representation of geometric information like textures and edges, and preserve them during processing are thus required. Consequently, during the last decade, many authors proposed more sophisticated representation tools called frames having exact or approximate shift-invariance properties and/or better taking into account geometrical image features. One such frames is simply obtained by dropping the decimation step in the previous filter bank structures, so leading to an undecimated wavelet transform \[\text{COI 95, PES 96}\] which has a redundancy equal to the number \(J\) of considered resolution levels. Note that such overcomplete wavelet representations can be built by considering the union of \(M^J\) shifted wavelet bases. In this case, cycle spinning denoising techniques may be used which consist of estimating the signal in each basis and averaging the resulting \(M^J\) estimates. In order to reduce the computational cost of these decompositions or to better capture geometrical features, other frame representations have been designed. These decompositions provide a local, multiscale, directional analysis of images and they often have a limited redundancy [COI 92, CAN 06, DO 05, MAL 08, CHA 06].

8.3.6. Related model

An \(M\)-band orthonormal discrete wavelet decomposition over \(J\) resolution levels is performed to the observation field \(r^{(b)}\) for each channel \(b\). This decomposition produces \(M^2 - 1\) wavelet subband sequences \(r_{j,m}^{(b)}\), \(m \in \{0, ..., M - 1\}^2 \setminus \{(0, 0)\}\), each of size \(L_j \times L_j\), at every resolution level \(j\) and an additional approximation sequence \(r_{J,0}^{(b)}\) of size \(L_J \times L_J\), at the coarsest resolution level \(J\) (to simplify our presentation, we consider square images).

On the one hand, the linearity of the Discrete Wavelet Transform (DWT) yields (see Fig. 8.6):

\[
\forall k \in K_j, \quad r_{j,m}(k) = s_{j,m}(k) + n_{j,m}(k) \tag{8.3}
\]

where \(K_j = \{0, \ldots, L_j - 1\}^2\) and

\[
s_{j,m}(k) \triangleq [s_{j,m}^{(1)}(k), \ldots, s_{j,m}^{(B)}(k)]^\top, \\
n_{j,m}(k) \triangleq [n_{j,m}^{(1)}(k), \ldots, n_{j,m}^{(B)}(k)]^\top, \\
r_{j,m}(k) \triangleq [r_{j,m}^{(1)}(k), \ldots, r_{j,m}^{(B)}(k)]^\top.
\]
On the other hand, the orthonormality of the DWT preserves the spatial whiteness of \( n_{j,m} \). More specifically, it is easily shown that the latter field is an i.i.d. \( \mathcal{N}(0, \Gamma^{(n)}) \) random vector process.

A final required assumption is that the random vectors \((s_{j,m}(k))_{k \in \mathbb{K}}\) are identically distributed for any given value of \((j,m)\).

\[
\begin{array}{c|c}
\mathbf{s}_{j,m} & \mathbf{r}_{j,m} \\
\hline
\text{WT} & \text{WT} \\
\mathbf{s}^{(b)} & \mathbf{r}^{(b)} \\
\end{array}
\]

Figure 8.6. Considered model in the wavelet transform domain.

8.4. A survey of the most relevant univariate and multivariate denoising methods

Our objective is to build an estimator \( \hat{s} \) of the multichannel image \( s \) from the degraded observation \( r \). The estimating function is denoted by \( f \) and, we have thus \( \hat{s} = f(r) \).

In the present case, as shown in Section 8.2.2, we have to deal with Gaussian noise removal. This is a multivariate estimation problem since the original multichannel image is composed of \( B \in \mathbb{N}^+ \) components \( s^{(b)} \) of size \( L \times L \), with \( b \in \{1, \ldots, B\} \).

Different denoising techniques are presented below. We briefly describe Fourier-domain methods and then we focus our attention on wavelet-based methods. But first and foremost, we present the general context we adopt for all the methods operating in the wavelet domain.

8.4.1. Context in the wavelet domain

In the wavelet domain, by using the notations defined in Section 8.3, the degradation model (8.2) becomes (8.3). Actually, we consider the more flexible situation where an observation sequence \( \mathbf{r}^{(b)}_{j,m}(k)\) of \( d \)-dimensional real-valued vectors with \( b \in \{1, \ldots, B\} \) and \( d > 1 \), is given by

\[
\forall k \in \mathbb{K}_j, \quad \mathbf{r}^{(b)}_{j,m}(k) = \mathbf{s}^{(b)}_{j,m}(k) + \mathbf{n}^{(b)}_{j,m}(k)
\]
and \((\mathbf{r}^{(b)}_{j,m}(k))_{k \in \mathbb{K}_j}\) is a zero-mean spatially white Gaussian noise with covariance matrix \(\Gamma^{(s^{(b)})}\), which is assumed to be invertible. The three above vectors will be taken of the form :

\[
\mathbf{r}^{(b)}_{j,m}(k) = \begin{bmatrix} r^{(b)}_{j,m}(k) \\ \tilde{r}^{(b)}_{j,m}(k) \end{bmatrix}, \quad \mathbf{s}^{(b)}_{j,m}(k) = \begin{bmatrix} s^{(b)}_{j,m}(k) \\ \tilde{s}^{(b)}_{j,m}(k) \end{bmatrix}, \quad \mathbf{n}^{(b)}_{j,m}(k) = \begin{bmatrix} n^{(b)}_{j,m}(k) \\ \tilde{n}^{(b)}_{j,m}(k) \end{bmatrix}
\]

where \(r^{(b)}_{j,m}(k), \tilde{r}^{(b)}_{j,m}(k)\) and \(n^{(b)}_{j,m}(k)\) are random vectors of dimension \(d - 1\). These vectors may for example correspond to neighboring variables of the associated scalar variables \(r^{(b)}_{j,m}(k), s^{(b)}_{j,m}(k)\) and \(n^{(b)}_{j,m}(k)\). In this context, our objective is to estimate \(s^{(b)}_{j,m}(k)\) using the observation sequence \((\mathbf{r}^{(b)}_{j,m}(k))_{k \in \mathbb{K}_j}\). The vector \(\mathbf{r}^{(b)}_{j,m}(k)\) is called the Reference Observation Vector (ROV) from which the following estimate is built :

\[
\forall k \in \mathbb{K}_j, \quad \lambda^{(b)}_{j,m}(k) = f^{(b)}_{j,m}(\mathbf{r}^{(b)}_{j,m}(k)).
\]

Explicit choices of the ROV sequence \((\mathbf{r}^{(b)}_{j,m}(k))_{k \in \mathbb{K}_j}\) are detailed in the next paragraphs.

### 8.4.2. Popular componentwise methods

A first strategy for denoising a multichannel image is to perform a componentwise processing without taking into account any statistical dependence existing between the channels.

#### 8.4.2.1. Frequency domain

A very popular method operating in the frequency domain is the Wiener filter [WIE 49]. This filter is designed so as to minimize the mean square error \(E[|\lambda^{(b)}_{j}(k) - s^{(b)}_{j}(k)|^2]\), for every \(b \in \{1, \ldots, B\}\), under the assumption that \(s^{(b)}\) is a wide-sense stationary random field. The frequency response of this filter reads

\[
\forall \nu \in [0, 1]^2, \quad H^{(b)}(\nu) = \frac{S_{s^{(b)}}(\nu)}{S_{s^{(b)}}(\nu) + \sigma^2_s},
\]

where \(S_{s^{(b)}}\) denotes the power spectrum density of \(s^{(b)}\) and \(\sigma_s\) is the standard deviation of the noise in channel \(b\). One of the main drawbacks of this method is that it requires the a priori knowledge of the power spectrum density or an empirical estimation of it. Note that a multicomponent version of the Wiener filter has been derived in [ANG 91] by using the multi-input multi-output 2D filter minimizing \(E[\|\hat{s}(k) - s(k)\|^2]\), 1 so taking into account the spectrum density matrix of \(s\).

1. \(\|\|\) denotes the classical Euclidean norm of \(\mathbb{R}^B\).
However, it may appear more useful to solve the problem in the wavelet transform domain [ATK 03], where we can take advantage of a space-frequency representation of the images. Indeed, noise coefficients are usually distributed over small wavelet coefficients, whereas signal coefficients are concentrated on high magnitude ones. In addition, in [DON 94], Donoho and Johnstone showed that a both simple and efficient approach for noise removal is available, through wavelet thresholding.

8.4.2.2. Visushrink

Visushrink [DON 93] is a componentwise method, which means that the ROV reduces to a scalar:

\[
\mathbf{r}^{(b)}_{j,m}(k) = r^{(b)}_{j,m}(k).
\]

Two kinds of thresholdings are usually employed:
- **Hard thresholding**:
  \[
  \forall k \in \mathbb{K}_j, \quad f^{(b)}_{j,m}(r^{(b)}_{j,m}(k)) = \begin{cases} 
  r^{(b)}_{j,m}(k) & \text{if } |r^{(b)}_{j,m}(k)| > \chi^{(b)} \\
  0 & \text{otherwise}. 
  \end{cases}
\]

- **Soft thresholding**:
  \[
  \forall k \in \mathbb{K}_j, \quad f^{(b)}_{j,m}(r^{(b)}_{j,m}(k)) = \text{sign}(r^{(b)}_{j,m}(k)) \max\{|r^{(b)}_{j,m}(k)| - \chi^{(b)}, 0\}
  = \left(\frac{|r^{(b)}_{j,m}(k)| - \chi^{(b)}}{|r^{(b)}_{j,m}(k)|}\right) r^{(b)}_{j,m}(k) \tag{8.4}
\]

where \(\text{sign}(\cdot)\) is the signum function.

These two shrinkage rules are illustrated in Fig. 8.7. The problem here is to find the best threshold value \(\chi^{(b)} > 0\). In [DON 93], the authors have derived the so-called universal threshold \(\chi^{(b)} = 2\sigma_b/\sqrt{\log(L)}\) which relies on the fact that the maximum values of any set of \(L^2\) independent random variables identically distributed as \(\mathcal{N}(0, \sigma^2_b)\) are smaller than the proposed threshold \(\chi^{(b)}\) with a high probability [MAL 98, p. 556].

8.4.3. Extension to block-based method

In order to take into account correlations between wavelet coefficients, some authors have proposed to apply a block shrinkage. More precisely, in [CAI 01], it is proposed to exploit the spatial dependences, which corresponds to the following choice of the ROV:

\[
\mathbf{r}^{(b)}_{j,m}(k) = [r^{(b)}_{j,m}(k), r^{(b)}_{j,m}(k - k_1), \ldots, r^{(b)}_{j,m}(k - k_{d-1})]^T,
\]

where \(k_1, \ldots, k_{d-1}\) allow us to define the neighborhood of interest for the pixel \(k\).
The associated shrinkage rule named “NeighBlock” is given by
\[
\hat{s}_{j,m}^{(b)}(k) = \left( \frac{\|r_{j,m}^{(b)}(k)\|^2 - \tilde{\chi}d\sigma_b^2}{\|r_{j,m}^{(b)}(k)\|^2} \right) r_{j,m}^{(b)}(k),
\]
where \(\tilde{\chi} > 0\) and \(d\) is the number of components in the ROV.

In [SEN 02], interscale dependencies have been exploited by defining the following ROV:
\[
r_{j,m}^{(b)}(k) = [r_{j,m}^{(b)}(k), r_{j+1,m}(\left\lfloor \frac{k}{M} \right\rfloor), \ldots, r_{j,M}^{(b)}(\left\lfloor \frac{k}{M^{J-j}} \right\rfloor)]^\top.
\]

The associated estimator called “bivariate shrinkage” is defined by:
\[
\hat{s}_{j,m}^{(b)}(k) = \left( \frac{\|r_{j,m}^{(b)}(k)\| - \sqrt{3}\sigma_b^2}{\sigma_{s(b)}} \right) s_{j,m}^{(b)}(k),
\]
where \(\sigma_{s(b)} > 0\). It can be derived by a Maximum A Posteriori (MAP) rule by considering as a prior model for the wavelet coefficients the non-Gaussian bivariate probability density function
\[
p(s_{j,m}^{(b)}(k), s_{j+1,m}^{(b)}(\left\lfloor \frac{k}{2} \right\rfloor)) \propto \exp \left( -\frac{\sqrt{3}}{\sigma_{s(b)}} \sqrt{|s_{j,m}^{(b)}(k)|^2 + |s_{j+1,m}^{(b)}(\left\lfloor \frac{k}{2} \right\rfloor)|^2} \right).
\]

Note that interscale dependencies are also taken into account in [SCH 04] where a multivalued image wavelet thresholding is performed. Other works developed Bayesian estimation procedures imposing a prior on the noise-free data.
8.4.4. Bayesian multichannel approaches

As previously mentioned, Bayesian approaches require a prior data statistical modeling.

8.4.4.1. Bernoulli-Gaussian priors

A Bernoulli-Gaussian (BG) prior is an appropriate model to reflect the sparsity of the wavelet representation of natural images [ABR 98, LEP 99]. With this statistical model, some authors derived Bayesian estimates [BEN 03, ELM 05b].

Let us first present the method proposed in [BEN 03, ELM 05b]. In each subband of index \((j, m)\), the probability distribution \(p_{j, m}(\mathbf{u})\) of the coefficients \(\mathbf{s}_{j, m}(k)\) can be written as follows:

\[
\forall u \in \mathbb{R}^B, \quad p_{j, m}(u) = (1 - \epsilon_{j, m})\delta(u) + \epsilon_{j, m} g_{0, \Gamma_{j, m}^{(s)}}(u),
\]

where \(g_{0, \Gamma_{j, m}^{(s)}}(\mathbf{s}_{j, m}(k))\) denotes the \(\mathcal{N}(0, \Gamma_{j, m}^{(s)})\) multivariate normal probability density function. The mixture parameter \(\epsilon_{j, m}\) corresponds to the probability that a coefficient vector \(\mathbf{s}_{j, m}(k)\) contains useful information. In order to avoid degenerated MAP estimates, it is used to couple the multivariate prior model with hidden random variables \(q_{j, m}(k)\).

The sequence \((q_{j, m}(k))_{k \in \mathbb{K}_j}\) is an i.i.d. binary sequence of random variables defining the following conditional densities: for every \(k \in \mathbb{K}_j\),

\[
\begin{align*}
\mathbb{P}(q_{j, m}(k) = 0 | \mathbf{r}_{j, m}(k)) &= \delta(\mathbf{s}_{j, m}(k)), \\
\mathbb{P}(q_{j, m}(k) = 1 | \mathbf{r}_{j, m}(k)) &= g_{0, \Gamma_{j, m}^{(s)}}(\mathbf{s}_{j, m}(k))
\end{align*}
\]

with \(\mathbb{P}(q_{j, m}(k) = 1) = \epsilon_{j, m} \in [0, 1]\). In practice, the hyperparameters \(\Gamma_{j, m}^{(s)}\) and \(\epsilon_{j, m}\) related to the BG priors can be estimated by a moment method or an Expectation Maximization (EM) technique. As the noise is Gaussian, the following conditional probability densities are easily derived: for every \(k \in \mathbb{K}_j\),

\[
\begin{align*}
p(r_{j, m}(k) | q_{j, m}(k) = 0) &= g_{0, \Gamma_{j, m}^{(n)}}(r_{j, m}(k)), \\
p(r_{j, m}(k) | q_{j, m}(k) = 1) &= g_{0, \Gamma_{j, m}^{(n)} + \Gamma_{j, m}^{(s)}}(r_{j, m}(k)).
\end{align*}
\]

Thus, a two-step estimation procedure can be used for noise removal:

1) For every \(k \in \mathbb{K}_j\), the estimate \(\hat{q}_{j, m}(k)\) of \(q_{j, m}(k)\) is set to 1 if:

\[
\mathbb{P}(q_{j, m}(k) = 0 | \mathbf{r}_{j, m}(k)) < \mathbb{P}(q_{j, m}(k) = 1 | \mathbf{r}_{j, m}(k)),
\]

otherwise \(\hat{q}_{j, m}(k)\) is set to 0. This implies that:

\[
\hat{q}_{j, m}(k) = \begin{cases} 
1 & \text{if } \mathbf{r}_{j, m}(k)^\top \mathbf{M}_{j, m} \mathbf{r}_{j, m}(k) > \chi_{j, m}, \\
0 & \text{otherwise}
\end{cases}
\]
where $M_{j,m}$ is the semi-definite positive matrix:

$$M_{j,m} = (\Gamma^{(n)})^{-1} - (\Gamma^{(s)}_{j,m} + \Gamma^{(n)})^{-1},$$

and the threshold $\chi_{j,m}$ is defined by

$$\chi_{j,m} = 2 \ln \left( \frac{1 - \epsilon_{j,m}}{\epsilon_{j,m}} \right) + \ln \left( \frac{|\Gamma^{(s)}_{j,m} + \Gamma^{(n)}|}{|\Gamma^{(n)}|} \right)$$

where $|A|$ denotes the determinant of matrix $A$.

2) On the one hand, if $\hat{s}_{j,m}(k) = 0$, it is expected that the related observation is dominated by the noise, according to the definition of the hidden variables. Hence, it is natural to set $\hat{s}_{j,m}(k) = 0$. On the other hand, if $\hat{s}_{j,m}(k) = 1$, the Bayesian estimate of $s_{j,m}$ minimizing a quadratic cost is computed. It corresponds to the a posteriori conditional mean. The posterior distribution is Gaussian as the bivariate distribution of $(r_{j,m}(k), s_{j,m}(k))$ is Gaussian when $q_{j,m}(k) = 1$. It is easy to check that:

$$\forall k \in \mathbb{K}_j, \quad E[s_{j,m}(k) \mid r_{j,m}(k), q_{j,m}(k) = 1] = Q_{j,m}r_{j,m}(k)$$

where

$$Q_{j,m} \triangleq \Gamma^{(s)}_{j,m}(\Gamma^{(s)}_{j,m} + \Gamma^{(n)})^{-1}.$$

It appears that the estimator amounts to a shrinkage rule that performs a tradeoff between a linear estimation in the sense of a minimum mean square error and a hard thresholding.

An alternate approach to this two-step estimation procedure is the use of the a posteriori conditional mean which, for every $k \in \mathbb{K}_j$, can be expressed as

$$E[s_{j,m}(k) \mid r_{j,m}(k)] = E[s_{j,m}(k) \mid r_{j,m}(k), q_{j,m}(k) = 1]P(q_{j,m}(k) = 1 \mid r_{j,m}(k))$$

since $p(s_{j,m}(k) \mid r_{j,m}(k), q_{j,m}(k) = 0) = \delta(s_{j,m}(k))$. Besides, we can write:

$$\forall k \in \mathbb{K}_j, \quad P(q_{j,m}(k) = 1 \mid r_{j,m}(k)) = \frac{p(r_{j,m}(k) \mid q_{j,m}(k) = 1)P(q_{j,m}(k) = 1)}{p(r_{j,m}(k))}$$

$$= \frac{\epsilon_{j,m}\theta_1(r_{j,m}(k))}{\epsilon_{j,m}\theta_1(r_{j,m}(k)) + (1 - \epsilon_{j,m})\theta_0(r_{j,m}(k))}$$

$$\triangleq \gamma_{\epsilon_{j,m}}(r_{j,m}(k)).$$

with the following definitions:

$$\theta_0 \triangleq g_0\Gamma^{(n)}, \quad \theta_1 \triangleq g_0\Gamma^{(s)}_{j,m} + \Gamma^{(n)}.$$

The optimal mean-square Bayesian estimate can be easily deduced:

$$\forall k \in \mathbb{K}, \quad \hat{s}_{j,m}(k) = \gamma_{\epsilon_{j,m}}(r_{j,m}(k))Q_{j,m}r_{j,m}(k). \quad (8.5)$$

Note that in [ELM 05b], interscale dependencies are taken into account in addition to cross-channel ones.
8.4.4.2. Laplacian mixture model

A Bayesian componentwise approach was proposed by Pizurica and Philips [Piz06]. They have described a simple way for applying it to a multicomponent image, when the noise is componentwise decorrelated (\( \Gamma^{(n)} = \Gamma^{(1)} = \sigma^2 I_B \)). For each component at each resolution level and in each oriented subband, the principle is to consider a mixture of two truncated Generalized Gaussian (GG) (also called generalized Laplacian) distributions where a Bernoulli random variable controls the switching between the central part of the distribution and its tails. More precisely, for each component \( b \), the authors have considered as a prior the GG distribution:

\[
\forall u \in \mathbb{R}, \quad p_{j,m}^{(b)}(u) = \frac{\left(\lambda_{j,m}^{(b)}\right)^{1/\beta_{j,m}^{(b)}}}{2\Gamma(1/\beta_{j,m}^{(b)})} \exp\left(-\lambda_{j,m}^{(b)} |u|^\beta_{j,m}^{(b)}\right)
\]

where \( \Gamma(z) = \int_0^{+\infty} t^{z-1} e^{-t} dt \) is the Gamma function, \( \lambda_{j,m}^{(b)} > 0 \) is the scale parameter and \( \beta_{j,m}^{(b)} > 0 \) is the shape parameter. It is worth pointing out that the prior hyperparameters can be easily estimated from the fourth moments of the noisy coefficients \( r_{j,m}^{(b)} \) [SIM 96]. Then, they have defined a signal of interest as a noise-free component within the noise-free signal is not of interest. Therefore, it is possible to compute \( P(q_{j,m}^{(b)}(k) = 1) \):

\[
P(q_{j,m}^{(b)}(k) = 1) = 1 - \Gamma_{\text{inc}}(\lambda_{j,m}^{(b)}(T_{j,m}^{(b)})^{1/\beta_{j,m}^{(b)}}), 1/\beta_{j,m}^{(b)})
\]

where \( \Gamma_{\text{inc}} \) is the incomplete Gamma function. Hence, the following conditional probabilities can be easily derived:

\[
p(s_{j,m}^{(b)}(k) | q_{j,m}^{(b)}(k) = 0) = \begin{cases} C_0 \exp(-\lambda_{j,m}^{(b)} |s_{j,m}^{(b)}(k)|^{\beta_{j,m}^{(b)}}) & \text{if } |s_{j,m}^{(b)}(k)| \leq T_{j,m}^{(b)} \\ 0 & \text{otherwise} \end{cases}
\]

\[
p(s_{j,m}^{(b)}(k) | q_{j,m}^{(b)}(k) = 1) = \begin{cases} 0 & \text{if } |s_{j,m}^{(b)}(k)| \leq T_{j,m}^{(b)} \\ C_1 \exp \left(-\lambda_{j,m}^{(b)} |s_{j,m}^{(b)}(k)|^{\beta_{j,m}^{(b)}}\right) & \text{otherwise} \end{cases}
\]

where \( C_0 \) and \( C_1 \) are normalizing constants. For multivalued images, the authors proposed to exploit a local information from the different channels by defining the band...
activity indicator \( z_{j,m} \) as the average over the \( B \) channels of the magnitudes of the \( B \) homologous noisy coefficients:

\[
z_{j,m}(k) = \frac{1}{B} \sum_{\nu=1}^{B} |r_{j,m}^{(\nu)}(k)|.
\]

Consequently, the local minimum mean square estimator is

\[
E[s_{j,m}^{(b)}(k)|r_{j,m}^{(b)}(k), z_{j,m}(k)]
= P(q_{j,m}^{(b)}(k) = 1|r_{j,m}^{(b)}(k), z_{j,m}(k))E[s_{j,m}^{(b)}(k)|r_{j,m}^{(b)}(k), q_{j,m}^{(b)}(k) = 1]
+ P(q_{j,m}^{(b)}(k) = 0|r_{j,m}^{(b)}(k), z_{j,m}(k))E[s_{j,m}^{(b)}(k)|r_{j,m}^{(b)}(k), q_{j,m}^{(b)}(k) = 0]
\]

by assuming that the coefficients \( (r_{j,m}^{(b)}(k))_{1 \leq \nu \leq B} \) are independent conditionally to \( \mathcal{H}_0 \) or \( \mathcal{H}_1 \). The sparseness of the wavelet representation allows us to consider that the second term takes very low values and to approximate \( E[s_{j,m}^{(b)}(k)|r_{j,m}^{(b)}(k), q_{j,m}^{(b)}(k) = 1] \) by \( r_{j,m}^{(b)}(k) \). Then, the following estimate (called ProbShrink) is derived for each subband \((j,m)\) and channel \(b\):

\[
\hat{s}_{j,m}^{(b)}(k) = P(q_{j,m}^{(b)}(k) = 1|r_{j,m}^{(b)}(k), z_{j,m}(k))r_{j,m}^{(b)}(k).
\]

After some manipulations, the explicit expression of the ProbShrink estimate is:

\[
\hat{s}_{j,m}^{(b)}(k) = \frac{\eta(r_{j,m}^{(b)}(k))\xi(r_{j,m}^{(b)}(k))\mu}{1 + \eta(r_{j,m}^{(b)}(k))\xi(r_{j,m}^{(b)}(k))}\mu r_{j,m}^{(b)}(k)
\]

where

\[
\eta(r_{j,m}^{(b)}(k)) = \frac{P(r_{j,m}^{(b)}(k)|q_{j,m}^{(b)}(k) = 1)}{P(r_{j,m}^{(b)}(k)|q_{j,m}^{(b)}(k) = 0)}
\]

\[
\xi(r_{j,m}^{(b)}(k)) = \frac{P(z_{j,m}(k)|q_{j,m}^{(b)}(k) = 1)}{P(z_{j,m}(k)|q_{j,m}^{(b)}(k) = 0)}
\]

\[
\mu = \frac{P(q_{j,m}^{(b)}(k) = 1)}{1 - P(q_{j,m}^{(b)}(k) = 1)}
\]

In practice, it is used to set \( T_{j,m}^{(b)} = \sigma \) and the computation of the conditional densities \( P(r_{j,m}^{(b)}(k)|q_{j,m}^{(b)}(k) = 1) \) and \( P(r_{j,m}^{(b)}(k)|q_{j,m}^{(b)}(k) = 0) \) can be deduced from \( P(s_{j,m}^{(b)}(k)|q_{j,m}^{(b)}(k) = 1) \) and \( P(s_{j,m}^{(b)}(k)|q_{j,m}^{(b)}(k) = 0) \). Indeed, we have: \( \forall \ell \in \ldots \)
\{0, 1\},

\[
p\left( r_{j,m}^{(b)}(k) | q_{j,m}^{(b)}(k) = \ell \right) = \int_{\mathbb{R}} g_{0,\sigma^2}(r_{j,m}^{(b)}(k) - s_{j,m}^{(b)}(k)) p\left( s_{j,m}^{(b)}(k) | q_{j,m}^{(b)}(k) = \ell \right) ds_{j,m}^{(b)}(k),
\]

where \( g_{0,\sigma^2} \) denotes the \( \mathcal{N}(0, \sigma^2) \) probability density. For the statistical characterization of the band activity indicator \( z_{j,m} \), it is assumed that the coefficients \( \{r_{j,m}^{(b)}(k)\}_{1 \leq b' \leq B} \) are all distributed according to either \( \mathcal{H}_0 \) or \( \mathcal{H}_1 \). Therefore, the conditional density of \( z_{j,m}(k) \) given \( q_{j,m}^{(b)}(k) \) is the \( B \) times convolution of the conditional densities of \( |r_{j,m}^{(b)}(k)| \) given \( q_{j,m}^{(b)}(k) \).

8.4.4.3. Gaussian scale mixture model

Inspired by the work for monochannel images [POR 03], Scheunders and de Baecker [SCH 07] have assumed that the unknown signal vector \( s_{j,m} \) can be expressed as follows:

\[
s_{j,m}(k) = \sqrt{z_{j,m}(k)} u_{j,m}(k)
\]

where \( u_{j,m}(k) \) is a zero-mean normal vector \( \mathcal{N}(0, \Gamma^{(u_{j,m})}) \) and \( z_{j,m}(k) \) is a positive scalar random variable independent of \( u_{j,m}(k) \). The prior probability density function of \( s_{j,m}(k) \) can be considered as a Gaussian Scale Mixture (GSM) as we have:

\[
p(s_{j,m}(k)) = \int_{0}^{\infty} p(s_{j,m}(k) | z_{j,m}(k)) p(z_{j,m}(k)) dz_{j,m}(k).
\]

Indeed, \( p(z_{j,m}(k)) \) corresponds to a mixing density and \( s_{j,m}(k) | z_{j,m}(k) \sim \mathcal{N}(0, z_{j,m}(k) \Gamma^{(u_{j,m})}) \). The posterior mean estimate \( E[s_{j,m}(k) | r_{j,m}(k)] \) can then be expressed as:

\[
E[s_{j,m}(k) | r_{j,m}(k)] = \int_{0}^{\infty} p(z_{j,m}(k) | r_{j,m}(k)) E[s_{j,m}(k) | r_{j,m}(k), z_{j,m}(k)] dz_{j,m}(k).
\]

On the one hand, we note that the involved conditional posterior mean in the right hand side of the previous equation corresponds to the Wiener estimate:

\[
E[s_{j,m}(k) | r_{j,m}(k), z_{j,m}(k)] = z_{j,m}(k) \Gamma^{(u_{j,m})} (z_{j,m}(k) \Gamma^{(u_{j,m})} + \Gamma^{(n)})^{-1} r_{j,m}(k).
\]

On the other hand, Bayes rule allows us to express \( p(z_{j,m}(k) | r_{j,m}(k)) \) as:

\[
p(z_{j,m}(k) | r_{j,m}(k)) \propto p(r_{j,m}(k) | z_{j,m}(k)) p(z_{j,m}(k)).
\]
In practice, in order to calculate this conditional probability, specifying the distribution of \( z_{j,m}(k) \) is required. In the case of monochannel images, Portilla et al. [POR 03] have proposed the (improper) Jeffrey’s prior:

\[
p(z_{j,m}(k)) \propto 1/z_{j,m}(k).
\]

In [SCH 07], another alternative has been considered when a single component noise-free image \( y \) is available, which is employed as an ancillary variable. It is assumed that the joint distribution of \( (s_{j,m}(k), y_{j,m}(k)) \) is a GSM. Consequently, it is found that the probability of \( s_{j,m}(k) \) conditioned on \( y_{j,m}(k) \) is a GSM. Then, by adopting the same strategy as previously (development of the conditional posterior means and application of Bayes rule), it has been shown that the Bayesian estimate \( E[s_{j,m}(k)|r_{j,m}(k), y_{j,m}(k)] \) can be explicitly calculated.

### 8.4.5. Variational approaches

In wavelet-based variational approaches, the wavelet coefficients \( \mathbf{s}_{j,m} \) of the denoised multichannel image \( \mathbf{s} \) are obtained by minimizing the objective function:

\[
(u_{j,m})_{j,m} \mapsto \frac{1}{2} \sum_{k \in K} \left( (u(k) - r(k))^\top Q^{-1} (u(k) - r(k)) + h((u_{j,m})_{j,m}) \right)
\]

where \( u \) designates a generic multispectral image with \( B \) channels of size \( L \times L \) and \( (u_{j,m})_{j,m} \) is its wavelet representation, \( Q \) is a definite positive matrix of size \( B \times B \) and \( h \) is some appropriate function. The first quadratic term represents a data fidelity measure with respect to the observation model. The function \( h \) usually corresponds to a penalty term (also called regularization term) used to incorporate prior information about the original image \( s \). In the particular case when \( Q = \Gamma^{(n)} \) and \( \exp(-h(\cdot)) \) is (up to a multiplicative constant) a probability density function, this approach amounts to a MAP approach where \( h \) is the potential associated with the prior distribution adopted for the wavelet coefficients of \( s \).

Some classical choices for \( h \) are:

- \( h = i_C \) where \( i_C \) is the indicator function of a closed convex set \( C \) (\( i_C((u_{j,m})_{j,m}) = 0 \) if \( (u_{j,m})_{j,m} \in C \) and \( +\infty \) otherwise). This function imposes a hard constraint on the solution (e.g. the positivity of its pixel values).

- \( h((u_{j,m})_{j,m}) = \lambda \sum_{b=1}^{B} \sum_{k \in K} \| \nabla u^{(b)}(k) \|_2^2 \) where \( \nabla u^{(b)} \) is a discrete version of the gradient of \( u^{(b)} \). \( \| \cdot \|_2 \) is the Euclidean norm of \( \mathbb{R}^2 \) and \( \lambda \) is a positive factor. This corresponds to a Tikhonov regularization [TIK 63], which serves to ensure the smoothness of the denoised image.

- \( h((u_{j,m})_{j,m}) = \lambda \sum_{b=1}^{B} \sum_{k \in K} \| \nabla u^{(b)}(k) \|_2 \) which can be viewed as a discrete version of a Total Variation (TV) penalization [RUD 92, TEB 98]. A multivariate version of this function was also proposed in [BLO 98] (see also [AUJ 06] for extensions).
Wavelet transform for the denoising of multivariate images

\[ -h((u_{j,m})_{j,m}) = \sum_{b=1}^{B} \sum_{(j,m)} \lambda_{j,m}^{(b)} \sum_{k \in K_j} |u_{j,m}^{(b)}(k)|^{\beta_{j,m}^{(b)}} \]

where the exponents \( \beta_{j,m}^{(b)} \) and the scaling parameters \( \lambda_{j,m}^{(b)} \) are positive. This function is the potential of an independent Generalized Gaussian distribution for the wavelet coefficients [CHA 00, ANT 02]. Under some assumptions, it can also be interpreted as a regularity measure in terms of a Besov norm [CHA 98, LEP 01]. A particular case of interest is when the exponents are all equal to 1. The resulting \( \ell_1 \) norm is used to promote the sparsity of the wavelet representation of the solution, by setting many of its coefficients to zero [TRO 06].

Note that a composite form consisting of a sum of several of the above functions can also be considered. Each of these penalizations may indeed present its own advantages and drawbacks. For example, the Tikhonov regularization tends to oversmooth image edges whereas the TV penalization may introduce visual staircase effects. Another point to be emphasized is that the solution to the minimization of (8.6) can be obtained in different manners, according to the choice of \( h \). Sometimes, an explicit expression of \( (s J_m) \) can be derived. This arises, in particular, for Tikhonov regularization or, when \( Q \) is a diagonal matrix and a GG potential is used with \( \beta_{j,m}^{(b)} \in \{1, 4/3, 3/2, 2, 3, 4\} \) [CHA 07]. In other cases, iterative algorithms must be applied to compute \( (s J_m) \). When a hard constraint is imposed, the constraint set \( C \) often is decomposed as the intersection of elementary closed convex sets and iterative techniques of projection onto each of these sets can be applied [COM 96, COM 03, COM 04]. One of such approaches is the well-known Projections Onto Convex Sets (POCS) algorithm. Provided that \( h \) is a convex function, other iterative convex optimization algorithms can be employed to bring efficient numerical solutions to the considered large-size variational problems (see [CHA 07, COM 07, COM 08] and references therein). These optimization methods are also useful when a redundant frame representation of the data is used instead of an orthonormal one.

8.4.6. Stein-based approaches

As already mentioned, the main problem in wavelet coefficient thresholding is the determination of the threshold value. Furthermore, in practice, it often appears preferable not to require some prior knowledge about the original data. A solution to alleviate such problems is to invoke Stein’s principle [STE 81] which can be formulated as follows:
Using the notations of Section 8.4.1, let \( f_{j,m}^{(b)} : \mathbb{R}^d \rightarrow \mathbb{R} \) be a continuous, almost everywhere differentiable function such that:

\[
\forall \theta \in \mathbb{R}^d,
\lim_{|t| \rightarrow +\infty} f_{j,m}^{(b)}(t) \exp \left( -\frac{(t - \theta)^\top (\Gamma^{(b)})^{-1}(t - \theta)}{2} \right) = 0;
\]

\[
E[|f_{j,m}^{(b)}(\bar{r}_{j,m}(k))|^2] < +\infty \quad \text{and} \quad E\left[|\frac{\partial f_{j,m}^{(b)}(\bar{r}_{j,m}(k))}{\partial \bar{r}_{j,m}(k)}|\right] < +\infty.
\]

Then,

\[
E[f_{j,m}^{(b)}(\bar{r}_{j,m}(k))s_{j,m}^{(b)}(k)] = E[f_{j,m}^{(b)}(\bar{r}_{j,m}(k))s_{j,m}^{(b)}(k)] - \sum_{b=1}^B E\left[\frac{\partial f_{j,m}^{(b)}(\bar{r}_{j,m}(k))}{\partial \bar{r}_{j,m}(k)}\right]^\top E[\bar{r}_{j,m}(k)s_{j,m}^{(b)}(k)]. \tag{8.7}
\]

8.4.6.1. Expression of the quadratic risk using Stein’s formula

A standard criterion in signal/image processing is the mean square error (also called quadratic risk) defined as

\[
E[\|s_{j,m}(k) - \hat{s}_{j,m}(k)\|^2] = \sum_{b=1}^B E[|s_{j,m}^{(b)}(k) - f_{j,m}^{(b)}(\bar{r}_{j,m}(k))|^2]
\]

\[
= \sum_{b=1}^B \left( E[|s_{j,m}^{(b)}(k)|^2] + E[|f_{j,m}^{(b)}(\bar{r}_{j,m}(k))|^2] - 2E[f_{j,m}^{(b)}(\bar{r}_{j,m}(k))s_{j,m}^{(b)}(k)] \right)
\]

\[
= E[\|r_{j,m}(k) - \hat{s}_{j,m}(k)\|^2] + \sum_{b=1}^B E\left[\frac{\partial f_{j,m}^{(b)}(\bar{r}_{j,m}(k))}{\partial \bar{r}_{j,m}(k)}\right]^\top E[\bar{r}_{j,m}(k)s_{j,m}^{(b)}(k)].
\]

The last equality has been obtained by using Stein’s formula (see (8.7)). The advantage of the latter expression is that it only depends on the observed data and no longer on the unknown original data. This means that no prior information is necessary to build an estimate minimizing the quadratic risk. Another remark to be formulated is that the minimization of the risk will be performed by optimizing a limited number of variables parameterizing the estimator \( f_{j,m}^{(b)} \) (e.g. a threshold value). Due to the assumption of stationarity made at the end of Section 8.3, it can be noticed that the above risk is independent of \( k \), so that it will denoted \( R_{j,m} \) in the next paragraphs.
8.4.6.2. Existing methods based on Stein’s principle

We will now present a variety of Stein based estimators ranging from componentwise thresholding rules to more sophisticated block-based methods.

– SUREshrink [DON 95] is a very popular componentwise method. It thus operates separately on each channel \( b \). It consists of a soft-thresholding as given by (8.4), where subband-dependent threshold values \( \chi^{(b)}_{j,m} \) are computed in order to minimize the contribution \( R^{(b)}_{j,m} \) of the \( b \)-th channel to the quadratic risk \( R_{j,m} \). More exactly, the classical sample estimate \( \hat{R}^{(b)}_{j,m} \) of \( R^{(b)}_{j,m} \) is employed. Then, the variables \( \{r^{(b)}_{j,m}(k)\} \) are sorted in descending order, so that \( |r^{(b)}_{j,m}(k_1)| \geq |r^{(b)}_{j,m}(k_2)| \geq \ldots \geq |r^{(b)}_{j,m}(k_{L_j})| \). It can then be shown that if, for \( i_0 \in \{2, \ldots, L_j\} \), \( |r^{(b)}_{j,m}(k_{i_0-1})| \geq \chi^{(b)}_{j,m} \geq |r^{(b)}_{j,m}(k_{i_0})| \), the risk estimate \( \hat{R}^{(b)}_{j,m} \) is a second-order binomial increasing function of \( \chi^{(b)}_{j,m} \) over the considered interval. It can be deduced that the optimal threshold value over the interval \( \{ |r^{(b)}_{j,m}(k_{i_0})|, |r^{(b)}_{j,m}(k_{i_0-1})| \} \) is \( |r^{(b)}_{j,m}(k_{i_0})| \). So, the optimal threshold value over \( \mathbb{R}_+ \) is found by evaluating \( \hat{R}^{(b)}_{j,m} \) on the finite set of candidate values \( \{ |r^{(b)}_{j,m}(k_1)|, \ldots, |r^{(b)}_{j,m}(k_{L_j})| \} \).

– Starting from the Bayesian estimate given by (8.5), the authors in [BEN 05] derived a multivariate shrinkage estimator called SUREVECT. More precisely, the parameters \( \epsilon_{j,m} \) and \( Q_{j,m} \) are directly adjusted so as to minimize \( R_{j,m} \). For simplicity, the matrix \( \Gamma_{j,m}^{(b)} \) involved in the expression of the \( \theta_1 \) function has not been included in the set of parameters estimated with a SURE procedure. An approximate value (like that obtained by a moment method) can be employed. It can be proved that

\[
R_{j,m} = \text{tr}((Q_{j,m} - A_{j,m})C_{j,m}(Q_{j,m} - A_{j,m})^\top - A_{j,m} C_{j,m} A_{j,m}^\top)
\]

with

\[
A_{j,m} \triangleq B_{j,m}(C_{j,m})^{-1}
\]

\[
B_{j,m} \triangleq \mathbb{E}[\gamma_{\epsilon_{j,m}}(r_{j,m}(k))r_{j,m}(k)(r_{j,m}(k))^\top] - \mathbb{E}[\mathbb{E}[\gamma_{\epsilon_{j,m}}(r_{j,m}(k))]|I_B] + \mathbb{E}[\nabla \gamma_{\epsilon_{j,m}}(r_{j,m}(k))(r_{j,m}(k))^\top]
\]

\[
C_{j,m} \triangleq \mathbb{E}[\gamma_{\epsilon_{j,m}}^2(r_{j,m}(k))r_{j,m}(k)(r_{j,m}(k))^\top]
\]

where it has been assumed that \( C_{j,m} \) is invertible. It is easily shown that setting \( Q_{j,m} = A_{j,m} \) allows us to minimize \( R_{j,m} \) and that the optimal value \( \epsilon_{j,m} \) within \([0,1]\) should maximize \( \text{tr}(B_{j,m}C_{j,m}^{-1}B_{j,m}^\top) \). It appears that this amounts to a mere optimization of a one-variable function which can be performed with conventional numerical optimization tools.

– More recently, we proposed an approach to take into account spatial and cross-channel dependences by using Stein’s principle [CHA 08]. More precisely, the proposed estimator takes the form :

\[
\hat{s}_{j,m}^{(b)}(k) = J_{j,m}(r_{j,m}(k)) = \eta_{\chi_{j,m}^{(b)}}(||r_{j,m}(k)||\gamma_{j,m}^{(b)}) (\rho_{j,m})^\top r_{j,m}(k),
\]
where $\eta_{\chi^{(b)}}(\cdot)$ is the thresholding function given by
\[
\forall \tau \in \mathbb{R}^+, \quad \eta_{\chi^{(b)}}(\tau) = \left( \frac{\tau - \chi^{(b)}_{j,m}}{\tau} \right)_{+}
\]
and $\chi^{(b)}_{j,m} \geq 0$, $\alpha^{(b)}_{j,m} > 0$ and $\rho^{(b)}_{j,m} \in \mathbb{R}^d$. The vector $\rho^{(b)}_{j,m}$ corresponds to a linear parameter. This estimator generalizes the block-based estimator proposed in [CAI 01, SEN 02] as well as linear estimators. The parameters are computed similarly to the SUREShrink approach (more details can be found in [CHA 08]). Although the choice of the ROV is quite flexible, examples of some ROVs corresponding to spatial and across channel neighborhoods were considered in [CHA 08].

- Another efficient approach is SURE-LET (the SURE-Linear Expansion of Threshold [LUI 08]). Then, the considered expression of the estimator is
\[
f^{(b)}_{j,m}(r^{(b)}_{j,m}(k)) = a^{(b),1}_{j,m} r^{(b)}_{j,m}(k) + a^{(b),2}_{j,m} \left( 1 - \exp \left( - \frac{(r^{(b)}_{j,m}(k))^8}{(\omega^{(b)}_{j,m})^8} \right) \right) r^{(b)}_{j,m}(k)
\]
where $\omega^{(b)}_{j,m} > 0$ and $a^{(b),1}_{j,m}$, $a^{(b),2}_{j,m}$ are real-valued weighting factors. In the case when $(a^{(b),1}_{j,m}, a^{(b),2}_{j,m}) = (1, 0)$ a linear estimator is obtained, whereas in the case when $(a^{(b),1}_{j,m}, a^{(b),2}_{j,m}) = (0, 1)$ and $\omega^{(b)}_{j,m} \gg 1$, a thresholding-like rule is obtained. Note that other possible choices of the nonlinear part of the estimator have been proposed in [PES 97, ?]. This estimator possesses a number of attractive features:
- the determination of the optimal values of $a^{(b),1}_{j,m}$ and $a^{(b),2}_{j,m}$ minimizing $R^{(b)}_{j,m}$ reduces to solving a set of linear equations.
- The use of a linear combination of more than two terms in the estimator expression can be addressed in a similar manner.
- The approach can be extended to the multichannel case [LUI 08] (interscale dependencies are also taken into account).
- When employing non-orthonormal representations (e.g. redundant frames), there is no equivalence between the minimization of $R_{j,m}$ for each subband and the minimization of the mean square error in the space domain. However, for a SURE-LET estimator, it turns out that the minimization of the latter criterion can be easily carried out, so ensuring an optimal use of the flexibility offered by non-orthonormal representations.

8.5. Method comparisons

In this section, we will give some insights about the appropriateness of a noise removal method for a given application. Indeed, the previous survey has indicated that specifying a denoising method involves several choices such as:
- componentwise processing or joint processing,
In what follows, we will briefly discuss these issues.

8.5.1. **Componentwise processing versus joint processing**

A great number of efficient denoising methods have been already developed for monochannel images. Hence, the temptation is strong to directly apply them to each component of a given noisy multichannel image. However, if correlations exist across the components, it is judicious to exploit them. A basic method is a two-step procedure which firstly removes such correlations through a principal component analysis or an independent component analysis and, then applies a monovariate denoising for each transformed component [GRE 88]. However, in general, it has been observed that jointly denoising the components outperforms the basic two-step method [BEN 05, LUI 08].

8.5.2. **Bayesian strategy versus non Bayesian approach**

Wavelet transforms are known to generate very compact representations of regular signals. This is an appealing property which simplifies the statistical prior modelling required in the Bayesian framework. In this respect, for both componentwise and joint processing, it is important to note that the wavelet coefficients have been modelled in different ways:

- marginal probabilistic models for the subband coefficients,
- joint probabilistic models accounting for interscale dependencies between the subband coefficients [SEN 02], [ROM 01, ELM 05b] or for spatial intrascale dependencies [MAL 97], [CHA 08].

The more accurate the prior distribution, the better the performance. Concerning multivariate estimators, it has been found that Bernoulli-Gaussian and Gaussian Scale Mixtures priors behave similarly in terms of signal-to-noise ratios for natural images, and they are clearly better than Gaussian priors [DEB 08].

It is worth pointing out that the Bayesian approach presents two main drawbacks. Firstly, there may exist a mismatch between the data and the model and, the structure of the estimator may thus be inappropriate. Secondly, the values of the hyperparameters may be suboptimal as they are derived from statistical inference exploiting the prior model. These shortcomings have made attractive non Bayesian methods. In the case of Stein-based approaches however, the choice of the estimator form is a key
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issue. In [BEN 05], it has been shown that SUREVECT outperforms the tested Bayesian denoising methods. Combination of nonlinear functions (LET) also allows us to define a flexible class of estimators.

8.5.3. Choice of the representation

Very often, the performance of a denoising method (for a given noise level) is measured in terms of the average MSE$_{im}$ of the mean square errors MSE$^{(b)}_{im}$ in each channel $b$:

$$MSE_{im} = \frac{1}{B} \sum_{b=1}^{B} MSE_{im}^{(b)} \quad \text{with} \quad MSE_{im}^{(b)} = \frac{1}{L^2} \sum_{k \in K} |s^{(b)}(k) - \hat{s}^{(b)}(k)|^2.$$

When the noise is removed in the WT domain, the average mean square error MSE$_{tr}$ of the $B$ mean square errors MSE$^{(b)}_{tr}$ in the transform domain is very often employed:

$$MSE_{tr} = \frac{1}{B} \sum_{b=1}^{B} MSE_{tr}^{(b)} \quad \text{with} \quad MSE_{tr}^{(b)} = \frac{1}{L^2} \sum_{(j,m) \in J_j} \sum_{k \in K_j} |s_{j,m}^{(b)}(k) - \hat{s}_{j,m}^{(b)}(k)|^2.$$

Notice however that only some of the reported methods explicitly introduce the mean square error criterion in the optimization process for the related estimator. On the one hand, it must be pointed out that the minimization of the mean square error between the wavelet coefficients is equivalent to the minimization of the mean square error in the image domain if and only if the wavelet representation is orthonormal. Consequently, when the image is decomposed on a redundant frame, the minimization of MSE$_{tr}$ is suboptimal. On the other hand, it has been noticed by many authors that better results are often obtained with redundant decompositions. One of the main reasons for this fact is that these transforms have better translation invariance properties, which is beneficial to the reduction of Gibbs-like visual artifacts. Especially, curvelet [CAN 99] and dual-tree wavelet decompositions [SEL 05, CHA 06] have provided recent examples of multiscale transforms giving rise to redundant representations which are especially good for denoising purposes. The suboptimality of the denoising on a redundant representation has been alleviated for LET estimators since it has been proved that it is possible to directly minimize an unbiased estimate of MSE$_{im}$ [LUI 08].

8.5.4. Computational complexity

As noticed in [DEB 08], it is clear that the computational load is increased by a joint processing rather than separate ones. Besides, in Bayesian approaches, the hyperparameter estimation may imply a high computational cost. Despite their versatility, variational methods requiring iterative solutions are also time-consuming.
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Although they yield improved results, redundant representations involve a significant increase of the computational complexity when the redundancy factor is high.

8.6. Conclusions and perspectives

We have given a broad overview of multivariate image denoising methods, with a special emphasis on wavelet-based approaches, since wavelets efficiently represent image features (both textures and edges). Under different noise correlation models, a variety of transform domain estimators have been described, ranging from Wiener to Stein-based via Bayesian or variational approaches. While most of these methods have been presented for orthonormal wavelet bases, some of them can be applied to more general frames. We would also like to mention that we do not have provided an exhaustive list of the available denoising methods. For example, the reader is referred to [BUA 05] for a description of other non-wavelet based denoising approaches.

Other degradations such as blurring may also affect multichannel images, essentially due to the optical sensor. Recent works now aim at developing advanced wavelet-based methods for restoring multichannel images degraded by a blur and an additive noise.


Figure 8.8. Denoising results on the first component of a Landsat 7 satellite image (see Fig. 8.2). (a) Degraded image and restored images using (b) Wiener filter, (c) BLS-GSM [POR 03], (d) Probshrink [PIŽ 06], (e) SUREVECT [BEN 05] and (f) Block-based wavelet estimate [CHA 08].
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9.1. Introduction

Unsupervised classification or clustering is a common technique for exploratory data analysis. It has been applied with success in many data analysis problems such as computer vision, marketing, biology, medicine and chemistry. Since in many applications there is no a priori information about the data, unsupervised methods are the most appropriate tools to reveal the relationships between data. A good clustering algorithm should reveal the number of classes automatically; however, there are few techniques which could furnish this information without a priori knowledge. Generally, the appropriate number of classes is estimated by comparing some validity indices for partitions resulted after different parameterizations of the same algorithm.

A classical application of clustering algorithms is to perform image segmentation by pixel classification. Image segmentation consists in partitioning a source image into homogeneous regions according to some homogeneity criterion defined on image's attributes (intensity, color, texture). A multivariate image is formed by a set of images, each of them describing the same scene from a different perspective. In this way, one image represents a different variable or attribute of the multivariate image. Almost all physical measures can be used to obtain multivariate images: temperature, polarization, mass, wavelength etc. In multivariate images, pixels represent the answer of a small region from the analyzed scene to a particular excitation. Depending on the image resolution and the scene to be analyzed, one pixel may include more than...
one object (or chemical compounds, or minerals etc.). It is the case of remote sensing images or microscopy images where a single pixel covers a large surface which may include different objects or chemical compounds. So it is not unrealistic to use methods based on a linear mixing model which could reveal hidden variables with a realistic meaning. These methods are often used as pre-processing step for dimension reduction. More than that, they render the clustering results meaningful.

Following, the similarity measures for multivariate data clustering are discussed in Section 9.2. Next, some dimension reduction methods are presented and we continue by presenting some probability based clustering methods. The application of Parzen-Watershed clustering method to multivariate image segmentation is presented in Section 9.5 and finally we conclude.

9.2. Similarity measures for pixel clustering

The core of almost all clustering methods is represented by the notion of similarity (or dissimilarity) between data. There is not a unique definition in the literature for this concept resulting in a multitude of similarity measures which, applied on the same data set could lead to completely different clustering results. However, few of them are often used by clustering algorithms and we present them in the following.

9.2.1. Minkowski metrics

The most common similarity measure for multivariate data is the Euclidean distance which is a particular case of the Minkowski metrics. Minkowski metrics are also defined as being particular instances of the $r$ metric family. Let $X_i = (x_{i1}, \ldots, x_{id})$ and $X_k = (x_{k1}, \ldots, x_{kd})$ be two multivariate data of dimension $d$, then the $r$ metric family is defined by:

\[
L_r(X_i - X_k) = \left( \sum_{j=1}^{d} |x_{ij} - x_{kj}|^r \right)^{1/r}
\]

(9.1)

where $r \in \mathbb{R}_+, r \geq 1$. Among all Minkowski metrics, Manhattan distance ($r = 1$) and Euclidean distance ($r = 2$) are often used to solve multivariate data clustering problems.

All Minkowski metrics satisfy the following properties:

1) $L_r(X_i, X_i) = 0, \forall (i)$;
2) $L_r(X_i, X_k) = L_r(X_k, X_i), \forall (i,k)$;
3) $L_r(X_i, X_k) \geq 0, \forall (i,k)$;
4) \( L_r(X_i, X_k) = 0 \) if and only if \( (X_i = X_k) \);
5) \( L_r(X_i, X_k) \leq L_r(X_i, X_m) + L_r(X_m, X_k), \forall (i, m, k) \);

In [GOW 86] it is shown that any metric defined by a particular instance of \( r \) should only satisfy properties 1) and 4) in order to be used as a similarity measure. Lately, metrics for which the triangle inequality (condition 5) is not satisfied were proposed and used to solve problems of multivariate data clustering. These metrics are called fractionary metrics and they are defined for \( r \in \mathbb{R}_+, 0 < r < 1 \). In [C.C 01, ALE 99, K.B 00] it has been shown that fractionary metrics are less concentrated than Minkowski metrics for uniform distributions of data. So the main reason for which they are used as a similarity measure for multivariate data is to overcome the concentration phenomenon which affects all \( r \) metrics [D.F 07]. Hence their utility for improving clustering results is not yet well established since it has been shown that Minkowski metrics may be less concentrated than fractionary metrics for non uniform data distributions [D.F 07].

If we consider multivariate objects as one dimensional vectors, it is important to note that Euclidian distance in particular and all \( r \) metrics in general, offer information concerning the similarity from their amplitude point of view. In multivariate image analysis this means to compare the absolute intensity of pixels. These metrics do not offer a complete description of the similarity between pixels since the correlation considerations are ignored.

### 9.2.2. Mahalanobis distance

One way to take into account the correlation between multivariate data is to use the Mahalanobis distance [MAH 36] as a similarity measure. For two multivariate data \( X_i \) and \( X_k \), it is defined as follows:

\[
D(X_i, X_k) = (X_i - X_k)\Sigma^{-1}(X_i - X_k)^T
\]

(9.2)

where \( \Sigma \) is the covariance matrix. If \( \Sigma \) is the identity matrix, then the Euclidean distance is obtained.

### 9.2.3. Spectral angle

The spectral angle is the \( d \)-dimensional extension of the two-dimensional angle. If we consider pixels as being points into a \( d \)-dimensional space and if for each point we draw a vector to the origin, then the spectral angle measures the angle between pairs
of such vectors; small values of the spectral angle correspond to good similarities between pixels. For two \(d\)-dimensional vectors \(X_i\) and \(X_k\), the spectral angle is defined by:

\[
\alpha = \arccos \frac{X_i^T X_k}{\|X_i\| \|X_k\|}
\] (9.3)

The spectral angle is used as similarity measure by the Spectral Angle Mapper algorithm [F.A 93]. This method computes the spectral angle between each pixel and a target spectrum. It is to note that the spectral angle is not sensitive to the difference of pixel illumination; this is an important drawback since pixels of different intensities but good correlation will be regrouped into the same class. From another point of view, the spectral angle is an important tool to measure the linear correlation between pixels’ spectra. Hence it is not able to distinguish between positive and negative correlations.

9.2.4. Pearson’s correlation coefficient

Pearson’s correlation coefficient overcomes this drawback since it considers the mean extracted data. It is defined as follows:

\[
R = \frac{(X_i - \bar{X}_i)(X_k - \bar{X}_k)}{\sqrt{\sum_{j=1}^{d} (x_{ij} - \bar{x}_i)^2 \sum_{j=1}^{d} (x_{kj} - \bar{x}_k)^2}}
\]

where \(\bar{X}_i = \sum_{j=1}^{d} x_{ij}\)  (9.4)

The Spectral Correlation Mapper algorithm [O.C 00] is an improvement of the Spectral Angle Mapper which uses the Pearson’s correlation coefficient as a similarity measure. As well as the spectral angle, Pearson’s correlation coefficient cannot distinguish between pixels with similar spectra but different intensities.

9.3. Dimension reduction techniques

Dimension reduction techniques are an important pre-processing step for multivariate data clustering. There are two main reasons to perform dimension reduction before gathering data into classes. The first one is that multivariate data include many redundant information as well as noise, so relevant information is often hidden by attributes with no interest for user. The second reason is to avoid the so called "curse of dimensionality" also known as "the empty space phenomenon" [D.W 83]. We may summarize the benefits of dimension reduction methods for multivariate data clustering by the following:

- reduction of redundant information,
- avoiding the empty space phenomenon,
– computational complexity reduction,
– identifying hidden factors in the data set (e.g. the presence of mineral species, chemical compounds or other regions of interest which may have a physical meaning),
– data visualization.

In [FOD 02], the dimension reduction problem is defined as follows: given a $d$-dimensional random vector $x = (x_1, \ldots, x_d)$, find a lower dimensional representation of it, $s = (s_1, \ldots, s_k)$ with $k < d$ that captures the content of the original data, according to some criterion. A set of multivariate data $X$ contains $n$ realizations of the $d$ dimensional random vector $x$. For multivariate image applications, one pixel is modeled by a $d$ dimensional random vector $x$ and a multivariate image by a $n \times d$ matrix $X$. The components of $x$ are called features or attributes while the components of $s$ are called hidden variables.

There are two major categories of methods to perform dimension reduction: feature selection and feature extraction. Generally, feature selection methods are used when the class label attribute is known, while for multivariate data clustering, these methods become computationally expensive. For these applications, feature extraction methods are preferred for dimension reduction.

Two major types of feature extraction techniques exist in the literature: linear and non-linear. Linear methods consider that each observation vector $x$ is a linear combination of some hidden variables $s$:

$$ x_i = w_{i,1}s_{i1} + \ldots + w_{i,K}s_{iK} $$  \hspace{1cm} (9.5)

or

$$ x_i = \sum_{k=1}^{K} w_{i,k}s_{ki} $$  \hspace{1cm} (9.6)

with $w_{i,k}$ being a weight matrix. For a $n \times d$ observation matrix $X$ we obtain:

$$ X = WS $$  \hspace{1cm} (9.7)

The components of $S$ are obtained by projecting the $n$ observations of $X$ onto $k$ directions estimated according to some criterion defined on the observation matrix $X$. There are methods based on second-order statistics (Principal Component Analysis - PCA or Factor Analysis - FA) while others are using higher order statistics (Independent Component Analysis - ICA). The main drawback of these methods for multivariate image analysis is that they do not take into account the non-negativity constraint which makes that the results provided by them do not allow a physical interpretation. Blind source separation methods (BSS) which take into account the non negativity constraint such as non-negative matrix factorization algorithms, overcome this drawback providing meaningful factors; such methods do not make use of the data statistics and the only constraint is the non negativity of the results. Following we will briefly present some linear dimension reduction approaches.
9.3.1. Principal component analysis

As stated in [FOD 02], PCA is "the best, in the mean-square error sense, linear dimension reduction technique". It consists in finding the eigenvectors as well as the eigenvalues of the covariance matrix of $X$ [JOL 02, SMI]. Then the principal components are obtained by a linear combination of the eigenvectors and the observation matrix $X$.

$$S = BX$$ (9.8)

where $B$ is the eigenvectors matrix of the covariance matrix of $X$ and $S$ are the principal components.

The dimension reduction is performed by choosing those eigenvectors whose corresponding eigenvalues are greater than a fixed threshold. A general and comprehensive description of the method can be found in [JOL 02, SMI].

9.3.2. Independent component analysis

Independent component analysis is a signal processing tool which can also be used to perform dimension reduction of multivariate data. While PCA provides results where principal components are uncorrelated, ICA methods are based on the higher order statistics providing that the linear projections are not necessarily orthogonal. The uncorrelatedness condition is replaced with that of independence which is more general; independence implies uncorrelatedness but vice versa is not always true for non gaussian variables. The ICA model can be expressed by equation (9.7), where $X$ is the observation matrix, $W$ is the mixing matrix and $S$ is the source matrix.

Generally, ICA is performed in two steps: defining the objective function and the algorithm which optimizes it. Different statistical tools can be used to measure the independence of random variables which are leading to various objective functions to be optimized.

Kullback-Leibler divergence

Kullback-Leibler (KL) divergence [KUL 59] allows to estimate the mutual independence of random variables by measuring the distance between their probability density functions (pdfs). For two probability densities $P$ and $Q$ of a random variable $X$, the KL divergence is defined by:

$$D_{KL}(P||Q) = \sum_i P_i \log \frac{P_i}{Q_i}$$ (9.9)

Statistical independence is obtained by minimizing this criterion.
Mutual information

A common contrast function used to test the statistical independence of random variables is based on the mutual information. It can be derived from the Kullback-Leibler divergence and for two random variables $X$ and $Y$ it is defined as:

$$ I(X, Y) = \sum_{y \in Y} \sum_{x \in X} p(x, y) \log \left( \frac{p(x, y)}{p_1(x) p_2(y)} \right) $$

(9.10)

where $p(x, y)$, $p_1(x)$ and $p_2(y)$ are respectively the joint probability of $(x, y)$, the marginal probability of $x$ and the marginal probability of $y$.

As well as for the Kullback-Leibler divergence, the statistical independence can be obtained by minimizing this contrast function.

Nongaussianity

Statistical independence can also be achieved under the assumption that nongaussian variables are independent [HYV 00]. We will mention two measures for estimating the nongaussianity of a random variable:

Kurtosis

Kurtosis or the fourth order cumulant is a common measure nongaussianity which derives from the development of the second characteristic function of a random variable. For a random variable $X$ it is defined as the fourth order cumulant divided by the square of the second order cumulant:

$$ \text{kurt}(X) = \frac{\kappa_4(X)}{\kappa_2^2(X)} $$

(9.11)

In another formulation, the kurtosis is also defined as the forth order moment divided by the square of the variance of the random variable $X$ minus 3. In this way, the kurtosis of a gaussian random variable with zero mean and unit variance equals zero.

$$ \text{kurt}(X) = \frac{\mu_4}{\sigma^4} - 3 = \frac{E \{X^4\}}{(E \{X^2\})^2} - 3 $$

(9.12)

The kurtosis of a nongaussian random variable is nonzero. Random variables with a negative kurtosis are called subgaussian while those with a positive kurtosis are called super gaussians.
A second measure of the nongaussianity of a random variable $X$ is the negentropy. It is based on the entropy of a random variable and on the fact that a gaussian variable has the largest entropy among all random variables of equal variances, [HYV 00]. In this way, the negentropy of a random variable $X$ is defined by the difference between the entropy of a gaussian variable $V_{\text{gauss}}$ (with the same mean and standard deviation) $H(V_{\text{gauss}})$ and its own entropy $H(X)$:

$$J(X) = H(V_{\text{gauss}}) - H(X)$$ (9.13)

The negentropy of a random variable is always positive and equals zero only if the random variable is gaussian. The statistical independence is obtained by searching nongaussian variables which is performed in fact by maximizing the negentropy. For approximating negentropy a classical approach is to use high order statistics.

### 9.3.3. Non-negative matrix factorization approaches

The non negativity of the results is often required by applications where physical phenomenon are analyzed as well as for applications where records are non-negative data. In multivariate imaging, pixels quantify the amount of light reflected by a surface, which is a non-negative value. Another examples of application demanding non negative constraints is electron energy loss spectroscopy (EELS) [BON 05]. One objective of the dimension reduction methods is to reveal meaningful factors which might have a physical sense. PCA and ICA methods provide decomposition on orthogonal/independent basis for which factor loads can be either positive or negative; this makes impossible the identification of meaningful factors which might reveal the presence of some particular object or compounds in the image. Non-negative matrix factorization techniques can be an appropriate substitute for the classical methods presented above. Their principle is based on the fact that one factor is either present (and so it has a positive contribution) or absent (and in this case its contribution is zero).

### Positive Matrix Factorization

In the context of blind source separation (BSS), the Positive Matrix Factorization (PMF), [PAA 94, PAA 97] is the first method addressing to this problem. Its first aim was to perform a factorial analysis of environmental observations by finding the minimal number of causes (factors) which might explain the observation data set. Let $X$ be the observation matrix, $W$ the factor matrix and $H$ their contributions, then factorial decomposition proposed by Paatero consists in minimizing the following objective function:

$$f(W, H) = \|X - WH\|^2$$ (9.14)
imposing that $W \geq 0$ and $H \geq 0$. For optimization, the *Alternative Least Square* (ALS) algorithm was proposed.

**Non-negative Matrix Factorization**

The Non-negative Matrix Factorization algorithm (NMF), [D.D 99] was designed for a part based decomposition of the observation matrix $X$. It consists in finding the matrices $W \geq 0$ and $H \geq 0$ which give the best approximation of $X$:

$$X \approx WH$$  \hspace{1cm} (9.15)

In [LEE 01] there are proposed two formulations of this algorithm:

1) Minimize the Euclidean distance \(\|X - WH\|^2\) subject to $W, H \geq 0$ under the following update rules:

$$H_{a\mu}^+ \leftarrow H_{a\mu} \frac{(W^TX)_{a\mu}}{(W^TW)_{a\mu}}$$  \hspace{1cm} (9.16)

$$W_{ia}^+ \leftarrow W_{ia} \frac{(XH^T)_{ia}}{(WHH^T)_{ia}}$$  \hspace{1cm} (9.17)

2) Minimize the KL divergence $D(X\|WH)$ subject to $W, H \geq 0$ under the following update rules:

$$H_{a\mu}^+ \leftarrow H_{a\mu} \frac{\sum_i W_{ia}X_{i\mu}/(WH)_{i\mu}}{\sum_k W_{ka}}$$  \hspace{1cm} (9.18)

$$W_{ia}^+ \leftarrow W_{ia} \frac{\sum_\mu H_{a\mu}X_{i\mu}/(WH)_{i\mu}}{\sum_\nu H_{a\nu}}$$  \hspace{1cm} (9.19)

The non-negative matrix factorization problem can be extended to include additional constraints such as the sparseness of the factor matrix $W$ or on their contributions $H$, [HOY 02] and [HOY 04].

**9.3.4. A magnitude-correlation representation of multivariate data**

In the following we will consider pixels as spectra and spectra as vectors. The mathematical definition of vectors identity states that two identical vectors have the same magnitude and the same direction; the assumption that the vector magnitude is independent of direction is also true, meaning that the magnitude and direction offer complementary information about vectors. Moreover, vectors can be uniquely and
completely defined by their magnitude and direction (or shape). When comparing two spectra or two pixels we consider their magnitude and their directions or their shape.

One way to compare vectors magnitude is the Euclidian distance; it is also the most common used similarity measure for multivariate data clustering. Euclidian distance is often cited in the literature regarding image classification and unsupervised learning and is characterized as "...the simplest measure of vector distance, but not an accurate one" [FUK 90]. It is the basic similarity measure used by Isodata and K-means clustering algorithms.

Shape or correlation information is not commonly used for multivariate data clustering because in most applications of cluster analysis the main dissimilarities between objects depend on object magnitude, not on their shape. But ignoring shape information about the data may induce severe errors in the overall result. The use of shape information can be justified and it is of high importance "for the situations where all variables have been measured on the same scale and the precise values taken are important only to the extent that they provide information about the object's relative profile" [B.E 01]. Our strategy is to combine magnitude and shape information into a unique representation of the data.

There are several similarity measures which test the similarity of shape between two vectors. Spectral angle equation (9.3) or the correlation coefficient equation (9.4) are common statistic measures of the strength of the linear relationship between two random variables. Although these measures do not describe completely the shape similarities between two random variables they are commonly used in this purpose by the data analysis community.

The magnitude-shape representation is achieved by expressing the vectors’ magnitude and correlation relatively to some reference vectors. Magnitude is expressed by taking as reference the origin and so computing the norm of the data using one of the Minkowski metrics. The linear correlation is expressed by considering as reference a \( d \)-dimensional random vector; a reasonable choice in this purpose could be the first eigenvector \( eig_1 \) obtained by PCA. In this way, each data will be described by two values, one expressing its norm computed by one of the Minkowski metrics and one expressing (even though not in a complete manner) its shape, or more precisely its linear correlation to a reference vector.

\[
\text{FinalData} = \begin{pmatrix}
|X_1|_r \\
R(X_1, eig_1) \\
|X_2|_r \\
R(X_2, eig_1) \\
|X_n|_r \\
R(X_n, eig_1)
\end{pmatrix}
\] (9.20)

Now, data can be represented into a two dimensional feature space, visualized and analyzed by specific methods.
9.4. Clustering methods for multivariate images

Clustering methods can be divided into three main groups: hierarchical, centroid based or partitional and density based methods. Each group can be further subdivided: the best-known clustering hierarchical methods are hierarchical agglomerative algorithms (single-link, complete-link or Ward algorithm) [SNE 73, KIN 67, MUR 84], while partitional clustering methods are represented by the K-means [FOR 65, J.A 79] and its fuzzy extension fuzzy C-means [BEZ 81]. The main drawback of these methods is that they are well adapted for convex shape clusters and the fact that the number of clusters do not derive automatically after the clustering process. Density based clustering methods are designed to overcome these drawbacks. We will mention Denclust [Den98], CLUPOT [COO 81], DBSCAN [DBS96] and Mean-Shift [CHE 95] as the best-known representatives of this group of methods. A general description of clustering methods for multivariate images can be found in [T.N 05]. Following we will present two density based methods which were compared and used for microscopy image segmentation: Parzen-Watershed and Support Vector Clustering.

9.4.1. Parzen-Watershed algorithm

Parzen-watershed algorithm is a clustering technique which does not make any assumption concerning the shape nor the number of classes [J.C 05], [BON 00], [M.H 01]. For multivariate data, a dimension reduction pre-processing step is mandatory. Following we will summarize this method for the case of two-dimensional data but the method can also be applied for 3 or 4 dimensional data.

The first step of this approach consists in representing the data as points into a two-dimensional feature space. The feature space can be represented as a rectangular grid containing \( n \times m \) elements \( y_i \). In this way, any function \( f \) can be defined by its value \( f(y_i) \) which can be visualized as an image containing \( n \times m \) pixels. Then each data point is represented in the image as a pixel having a different grey level from the other pixels, see figure 9.1(b). The second step (see figure 9.1(c)), consists in estimating the probability density function \( p(x_i) \) of the whole data set in the new feature space. This can be done according to the Parzen method [PAR 62] for which the point distribution (one object corresponds to one point \( x_i \) in feature space) is transformed into a quasi-continuous distribution \( p(x_i) \) through a convolution by a smoothing kernel:

\[
p(x_i) = \lambda \sum_{k=0}^{N} K\left(\frac{x_i - y_k}{h}\right)
\]

where \( K \) is a smoothing kernel of size \( h \) and \( \lambda \) is a normalizing factor. The estimated pdf \( p(x_i) \) is generally characterized by several modes, or local maxima, separated by valleys or local minima. Each mode is considered to match with a class of objects.
Thus, next step figure 9.1(d), consists in estimating the position of the boundaries between the different classes in the feature space. Although this task is trivial for a one dimensional feature space, it is much complicated for an $n$ dimensional feature space, ($n > 1$). To split the feature space, the watershed function issued from mathematical morphology [S.B 82] or the SKIZ (SKeleton by Influence Zones) method [SER 82] can be used.

Figure 9.1. Illustration of the Parzen-Watershed algorithm for two-dimensional data: a) scatterplot of two-dimensional data, b) image representation of two-dimensional data, c) estimated pdf, d) influence zones.

Then, last step consists in returning to the real image space. This can be done easily because one knows where any pixel $x_i$ was mapped in the feature space, when the scatterplot was built. Thus, for any pixel of the image space, it only needs to carry back the label $c$ found in the feature space, to the real space. As for any clustering method, the question of selecting a number of classes is relevant. For this method, the number of classes is considered to be equal to the number of modes of the estimated pdf. The number of modes itself is related to the width of the smoothing kernel $h$. Estimating the number of classes consists in looking at the number of modes $M$ as a function of the parameter $h$. The decreasing curve $M = f(h)$ displays some plateaus, which gives stable solutions for the number of classes.

9.4.2. Support Vector Clustering

For this method, data points are mapped from the feature space to a higher dimensional space using a Gaussian kernel. In this new feature space, we look for the hyperplane which separates the data set from the origin with the largest margin. This hyperplane when mapped back to the data space forms a set of contours which enclose the data points. These contours are interpreted as cluster boundaries. Points enclosed by each separated contour are gathered in the same cluster. As the width parameter of the Gaussian kernel decreases, the number of connected contours in the data space increases, leading to an increasing number of clusters [A.B 01]. SVC can deal with outliers by employing a soft constant margin that allows the hyperplane in feature
space not to separate all points. For large values of this parameter, one can deal with overlapping clusters [A.B 01]. To separate the data from the origin, one solves the following quadratic equation [B.S 01]:

$$\min_{w \in F, \xi \in \mathbb{R}, \rho \in \mathbb{R}} \left( \frac{1}{2} \| w \|^2 + \frac{1}{\nu l} \sum_i \xi_i - \rho \right)$$  

(9.22)

subject to:

$$(w, \Phi(x_i)) \geq \rho - \xi_i, \quad \xi_i \geq 0$$  

(9.23)

Since nonzero slack variables $\xi_i$, are penalized in the objective function, we can expect that if $w$ and $\rho$ solve this problem, then the decision function:

$$f(x) = sgn \left( (w, \Phi(x_i)) - \rho \right)$$  

(9.24)

will be positive for most samples $x_i$ contained in the data set, while $\| w \|$ will be still small. The actual trade-off between these two goals is controlled by $\nu$. Using multipliers $\alpha_i, \beta_i \geq 0$ we introduce a Lagrangian:

$$L(w, \xi, \rho, \alpha, \beta) = \frac{1}{2} \| w \|^2 + \frac{1}{\nu l} \sum_i \xi_i - \rho - \sum_i \alpha_i ((w, \Phi(x_i)) - \rho + \xi_i) - \sum_i \beta_i \xi_i$$  

(9.25)

and set the derivatives with respect to the primal variables $w, \xi, \rho$, equal to zero, yielding:

$$w = \sum_i \alpha_i \Phi(x_i)$$  

(9.26)

$$\alpha_i = \frac{1}{\nu l} - \beta_i \leq \frac{1}{\nu l}, \quad \sum_i \alpha_i = 1$$  

(9.27)

All samples $x_i$ for which $\alpha_i > 0$ are called support vectors. So the decision function $f$ is transformed into a kernel expansion.

$$f(x) = sgn \left( \sum_i \alpha_i k(x_i, x) - \rho \right)$$  

(9.28)

Substituting equations (9.26) and (9.27) into (9.25) we obtain the dual problem:

$$\min \left( \frac{1}{2} \sum_{i,j} \alpha_i \alpha_j k(x_i, x_j) \right)$$  

(9.29)

subject to:

$$0 \leq \alpha_i \leq \frac{1}{\nu l}, \quad \sum_i \alpha_i = 1$$  

(9.30)
We can recover $\rho$ by exploiting that for any $\alpha_i > 0$ the corresponding pattern $x_i$ satisfies:

$$\rho = (w, \Phi(x_i)) = \sum_i \alpha_i k(x_j, x_i)$$  \hspace{1cm} (9.31)

Although this procedure can recover exactly the boundaries of the classes, in our application we used the same SKIZ procedure [SER 82] in order to separate the data space. The binary function corresponds to the connected components in the data space which will be used as seeds in the SKIZ procedure, [NUZ 06]. This method is illustrated in figure 9.2.

**Figure 9.2.** Illustration of the SVC algorithm for two-dimensional data: a) scatterplot of two-dimensional data, b) classes boundaries, c) connected components represented as a binary function in an image space, d) influence zones.

For this method, the number of classes is considered to be equal to the number of the connected components which is also related to the kernel width as well as to the hyperplane separation constant $\nu$. In [NUZ 06] a comparison between Parzen-Watershed method and SVC is performed on artificial bi-dimensional data containing showing that Parzen-Watershed performs better than SVC when we deal with overlapped classes.

**Density based clustering - drawbacks**

Even though density based clustering techniques perform better than other clustering methods when dealing with arbitrary shape clusters, it is reasonable to mention their main inconvenient. First of all, these methods may consider low-density clusters as noise or outliers. Second, the computing time for estimating the probability density function is very demanding. Estimating the right parameters for pdf estimation is very problematic too. They also have problems with overlapped clusters. Although some scientists [T.N 05] are skeptical regarding the use of these clustering techniques for multivariate images, they proved to be a strong tool for these applications especially when dimension reduction is performed before clustering.
9.5. Application on multispectral image segmentation

9.5.1. Data description

A multispectral image of a cross section of a barley grain, acquired in microspectrofluorometry is analyzed in order to identify external tissues of the barley grain. The central part contains starch and the external layers serve as protection. Those contain pure natural fluorescent components: cutin, ferulic acid, lignin whose signatures recover partially. Confocal laser microspectrofluorometry enables to visualize autofluorescence of tissues. Many laser excitations associated with a set of various filters in reception allow getting pseudo multi-spectral images. The grains were furnished by INRA Clermont-Ferrand and the images were recorded by INRA Nantes thanks to M.-F. Devaux. The data set contains 19 images each one of 512x512 pixels. For the multispectral image, presented in figure 9.3 the tissues are revealed by image segmentation. A probability based clustering method (the Parzen-Watershed algorithm) is used to perform image segmentation. PCA, NMF algorithm as well as the magnitude-shape representation are used for dimension reduction.

Figure 9.3. Multicomponent image representing a cross section into a barley grain
9.5.2. Clustering results

Three dimension reduction methods were tested in our experiments as pre-treatment step for pixel clustering: linear projection methods (PCA and NMF) and the magnitude-shape representation. Linear projection methods realize some linear transformations of the data onto orthogonal or independent directions. Generally, the most part of the energy is gathered in two or three components. This allows us to perform the dimension reduction, by ignoring the low energy components. The energy distribution for the PCA and NMF applied on the multispectral image under study is presented in table 9.1. The four first resulted components after linear transformation are presented in figure 9.5.

<table>
<thead>
<tr>
<th></th>
<th>PC</th>
<th>NMF</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>77.4%</td>
<td>42%</td>
</tr>
<tr>
<td>2nd</td>
<td>16.8%</td>
<td>41%</td>
</tr>
<tr>
<td>3rd</td>
<td>2.5%</td>
<td>12%</td>
</tr>
<tr>
<td>4th</td>
<td>1.3%</td>
<td>5%</td>
</tr>
</tbody>
</table>

Table 9.1. Energy distribution

One advantage of linear projection methods such NMF is that besides the implicit dimension reduction they perform a more realistic transformation of data. By taking into account positivity constraints required by the physical laws, the results become physically interpretable. Lignin and ferulic acid spectra can be easily identified with the first two column vectors in the recovered matrix, see figure 9.6, meaning that the second line in figure 9.5 corresponds to a concentration map of these two fluorescent components.
Figure 9.5. Results of the dimension reduction by NMF algorithm.

Figure 9.6. (a) Reference spectra: cutin, ferulic acid and lignin. (b) The four first column vectors resulted after the NMF.

Parzen-watershed clustering results are presented in figures 9.8, 9.9, 9.10. The stability index for both magnitude-shape representation and NMF show 5 and 4 classes with significant reliability, figure 9.7 b) and c) while for PCA, figure 9.7 a) indicates a partitioning in four or three classes. The results of the pixel classification are almost identical, as we can see in figures 9.8, 9.9 and 9.10.
Figure 9.7. Stability of the number of classes: a) PCA representation, b) NMF representation, c) magnitude-shape representation.

Figure 9.8. Parzen-watershed clustering results: PCA was used to perform dimension reduction. a) estimated pdf, b) influence zones, c) segmented image.

Figure 9.9. Parzen-watershed clustering results: NMF was used to perform dimension reduction. a) estimated pdf, b) influence zones, c) segmented image.
Even though clustering validation can be realized by internal validity indices which take into account the intrinsic relationships between data, it is more realistic to use external indices (such as truth maps representing a priori information about the data) for class validation when these are available. Figure 9.11 represents a theoretical cross-section of a barley grain which can be used to validate clustering results. Better segmentation results are obtained when the dimension reduction was performed by NMF and magnitude-shape representation since the husk (where the most part of the cutin is presented) is better revealed.
9.6. Summary

Clustering is an appropriate tool for multivariate image segmentation. However the clustering algorithm should be carefully chosen. Centroid based algorithms are well adapted for convex shape clusters; for these methods as well as for the hierarchical algorithms, the choice of the similarity measure is often application dependent. Spectral angle and Pearson’s correlation coefficient offer better results than the Euclidean distance when spectral considerations are important or when we dispose of some pixels reference spectra. Non Euclidean metrics can also be used instead to improve clustering performances, but their utility remains application dependent. In the absence of a priori information, the choice of the appropriate similarity measure can only be done by comparing the results obtained for different similarity criteria but this will increase the computing time. The main advantage of centroid based algorithms is the computing time, which is a very important aspect for applications dealing with large amount of data such as multivariate images. However, these methods present some important drawbacks (the number of classes imposed a priori and convex shape clusters) which may result in erronated clustering results. Probability based clustering methods overcome these drawbacks and they are an efficient tool for multivariate image segmentation.

We outline the importance of the dimension reduction as pre-processing step for pixel clustering. Linear projection methods are often used in this purpose. Among these, methods which take into account the non negativity constraint are especially appropriate for multivariate images since the hidden variables revealed have a physical meaning. Similarity measures can also be used to extract relevant features about the data. In this case, a reference has to be chosen and all data should be expressed by their similarity relative to this reference. In magnitude-shape representation data are expressed by their norm and by their spectral similarities relative to the first eigenvector obtained by PCA. This gives a more general description of the data.

A sensitive problem regarding clustering methods is the validation of the results. Most of the validity indices are appropriate for particular shaped clusters (gaussian) and they are sensitive also to the size of the classes. This may have as result a poor pixel partitioning. External indices should be used instead when they are available.
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Chapitre 10

Blind determination of noise type for spaceborne and airborne remote sensing

10.1. Introduction

Spaceborne and airborne remote sensing systems are efficient tools for providing users and customers operative valuable information for different applications as hydrology, meteorology, environment monitoring, etc. The majority of modern remote sensing systems are multichannel ( multispectral ), i.e. they either include separate subsystems with different characteristics ( wavelengths, polarizations, etc. ) in their stuff or simply form images in several or even many subbands [KAA 07]. However, this also gives rise to many serious problems, as it requires to correct the sensors response to avoid the effects of systematic disturbances, such as patterns and random variability or temporal noise, that all together seriously reduce the quality of available data. It is well known that patterns can be often removed in the frequency domain without appreciable loss of spatial or spectral resolution. Temporal noise cannot. As a result, noise is one of the basic factors that degrade Multichannel Remotely Sensed data and prevent accurate and reliable retrieval of useful information [AIA 06]. Availability of a priori information on noise type and properties allows applying more effective methods for image processing, namely, filtering, edge detection, feature extraction [BAR 03, KUL 04]. Indeed, noise determines the accuracy with which absorption features can be distinguished in the spectra and later how objects can be detected on the ground. Note that the amplitude of noise may be quite large, up to $20 - 30\%$ of the unperturbed signal.

Chapitre rédigé par B. VOZEL, S.K. ABRAMOV, K. CHEHDI, V.V. LUKIN, M.L. USS, N.N. PONOMARENKO, J. ASTOLA.
Concerning the hyperspectral feature of data, the signal is usually land cover dependent and varies with both wavelength and atmospheric absorption. Consequently, information on noise is required with each spectrum to determine if detection of a particular absorption feature is possible, the more so as noise level decreases with both an increase in wavelength and atmospheric absorption. The reflectance components are generally spatially autocorrelated and also correlated with one another. Their homogeneity may vary with the wavelength. Since a region may be homogeneous in one band, but not in another, the noise identification, and subsequently the estimation of its statistical parameters are clearly to be carried out on separate bands, provided the noise can be reasonably assumed spatially stationary within each spectral band and despite it may also be spatially and spectrally correlated.

In practice, it is usual that some a priori information is available but not all desirable properties of noise and other distortions are at disposal. Typically, some preliminary assumptions can be implied depending a type of imaging system that has obtained a given image. For example, for optical images it is usually assumed that dominant noise is additive and Gaussian. It is often assumed that this noise is i.i.d. (spatially uncorrelated). If this noise is not intensive, in some conditions blur influence can be more prevailing than the influence of the additive noise. Then one has to deal with image restoration although filtering the additive noise is paid attention too. Impulse noise can be present as well and its probability can be unknown. Blur parameters can be unknown as well. Thus, there are, at least, three types of distortions that can degrade an optical (sub-band, component) image and often their parameters are unknown. Moreover, recently it has been shown that additive noise in some optical systems can be not stationary (strictly saying, it can be signal-dependent) and assumption that noise is spatially uncorrelated can be not valid as well. Analogous effects are observed in multi- and hyperspectral remote sensing where noise properties are not yet understood well enough but clearly they change in wide limits in different sub-band images.

Thus it becomes necessary or, at least, desirable to retrieve such information either in imaging system itself before image transmission (storage, pre-processing) or before offering it to customers or at user’s side to perform effective processing by applying automatic, blind and robust processing of images.

Here automatic means that images are to be processed without participation of a human, in non-interactive mode. Blind means that data processing is to be performed under conditions of limited a priori information on noise/impairment type and characteristics or a range of variation of these characteristics can be rather wide. Robust in wide sense means that image processing methods should perform well enough if a priori information, preliminary estimates and decisions are not very reliable and/or accurate.

Because of this, in parallel with attempts to improve robustness, a lot of attention is nowadays paid to other direction, namely, design of multistage automatic or semiautomatic procedures for which noise type and statistical
characteristics are estimated and evaluated at the first stage and some methods that incorporate the obtained knowledge are applied at the second stage [FOI 07]. Similar situation holds for multichannel radar remote sensing. Although a simplified assumption that dominant noise is multiplicative, in general, valid [TSY 05], impulse and additive noise components can be present as well [MEL 00, LUK 08b]. Whilst in many papers multiplicative noise is supposed spatially uncorrelated [TSY 05, MEL 01], it is more adequate [LUK 08b, LOP 07] to consider speckle spatially correlated. Besides, multiplicative noise might have either almost Gaussian or obviously non-Gaussian PDF (Probability Distribution Function) depending upon a radar type (side-look aperture or synthetic aperture) and a number of looks in an SAR (Synthetic Aperture Radar) [MEL 00, OKT 07]. Thus, again we deal with several factors that can degrade a radar image and several properties (statistical characteristics) of noise can be unknown in advance.

Ideally one should know in advance noise type(s) and all characteristics of them: PDF (or, at least, variance) of additive noise and its spatial correlation; PDF (or, in the worst case, relative variance) of multiplicative noise and its spatial correlation; PDF or, at least, probability of occurrence for impulse noise; point spread (blur) function, etc. A simpler and more realistic task that can be solved in a blind and automatic manner is to determine dominant factor(s) that degrade an image at hand, to estimate basic statistical characteristics of the determined dominant factors and to adjust the corresponding parameters of image processing methods and algorithms to be applied. Just this task is mainly addressed in this Chapter.

Our contribution deals with revisiting the obtained results, giving a reader a general understanding of what can be done [LUK 05a, LUK 06b, VOZ 06a, LUK 06a, PON 06a], how blind processing can be carried out, what accuracy can be provided [LUK 07c, LUK 08a, LUK 08b, USS 07, LUK 09], and how the obtained decisions and estimates can be used at final stages of image processing [LUK 02c, LUK 02b, KLA 05, VOZ 06a]. Our main intention is processing of multichannel images (multiand hyperspectral, multi-frequency and multi polarization radar). For such kinds of images, noise type(s) and statistical characteristics can be considerably different in component (sub-band) images [KUL 04, MEL 00, PON 07, BAR 05, O. 05]. Because of this, we insist that noise /distortion type determination is to be performed component-wise. Similarly, blind evaluation of noise/distortion parameters should be done component-wise as well. Data processing at both aforementioned stages can be carried out sequentially (component by component) or in parallel. At the final stage of multichannel image processing both component-wise or vector-like (3-D) methods [KAA 07, BAR 03, KUL 04, PON 07, O. 05, RAD 06] can be realized, the choice depends upon many factors.

The Chapter structure corresponds to two stages of blind automatic procedure considered above. Section 10.2 deals with blind determination of noise/distortion type. Blind estimation of noise statistical characteristics is considered in section 10.3. Information
about possible approaches, their advantages, drawbacks, accuracy and application restrictions is given there. Finally, the conclusions are given and directions of future work are presented.

10.2. Blind determination of noise type

Knowledge of the ratio of signal to noise in hyperspectral data is one of the main parameters for any user to first optimize both data quality investigation and final theoretical interpretation of the data content, and then to devise practical and useful tools for the end-user [BAR 05].

As noise (mainly its temporal part) represents really the limitation to image signal-to-noise ratio (SNR), it is still a valid challenge to dispose of reliable algorithms with which to identify the nature of noise, to estimate its amplitude, and finally remove it. In the following, some solutions will be recalled and some others will be devised for identifying the noise typically introduced by multispectral scanners and by hyperspectral imaging spectrometers. The major part of noise in such sensors are generally assumed to be additive to the signal. Its level decreases with both an increase in wavelength and atmospheric absorption. However, before stating the final observation model, it is worth analyzing the image at hand to be processed and thus accurately estimating noise statistical and spatial correlation characteristics from it.

10.2.1. General approach

We focus our attention on the three main and usual classes of degradations, corresponding each to a possible hypothesis that will be naturally translated by the observation model retained for subsequent image processing tasks: the first one corresponding to an additive noise hypothesis, the second one to a multiplicative noise hypothesis, and the latter to an impulse noise hypothesis.

Now, the question is to decide which model among the three previously considered is most likely to have occurred during the image forming stage or is simply predominant. A common general idea of blind noise nature identification is the following. An observed image is divided into many overlapping or non-overlapping blocks of small size (typically $5 \times 5$ or $7 \times 7$ pixels). Then, for each $k$-th block the local mean $I_k$ and the local variance $\sigma_k^2$ are calculated. All couple of estimates $(\sigma_k^2, I_k)$ is represented by a single dot on a scatter plot. As a result, the scatterplot relative to the whole band may be regarded as the joint probability density function (PDF) of estimated local variance and estimated local mean. Textural components give high local variance values, whereas homogeneous areas produce clusters of scatterpoints. In [?], we have shown it is possible to effectively identify the nature of the noise by recording variations of such local statistics but computed only in the homogeneous regions of the observed image. Because the variance of the observed signal measured on homogeneous areas will be approximately equal to the variance of the noise. Then, a regression line can be easily
fitted to the corresponding scatterpoints.
If the regression line has zero slope, then the noise is decided to be an additive one. The intercept of the regression line yields a first estimate of its variance. If the recording can be approached by a line passing through the origin (the intercept is zero), then the noise is decided to be a multiplicative one. Then, its estimated variance can be obtained by the slope of the line. Note that the previous analysis can be directly extended to decide which kind of noise is prevailing in case of more complex models of noise such as mixed multiplicative and additive observation noise. And finally, if the recording can not be viewed as a line passing through zero, then the noise is declared as an impulsive one.

One interesting feature of the scatterplot based methods is that they are known to be also able to correctly measure correlated noise, with few and appropriate adjustments. However, in all cases, one serious difficulty with them is that they ideally require a priori knowledge of the location of homogeneous regions. As a result, it is possible that among the selected regions, assumed homogeneous, one can have fraction of or totality of areas that correspond to non-intensive texture or to low contrast edges and details, giving biased local estimations, and then erroneous identification results. Different approaches essentially based on local statistics calculation can be proposed in order to overcome these troubles [SEN 02].

Another direction is to make use of refined classification and estimation procedures [VOZ 06a], both to increase the identification rate and also to improve the estimation of statistical noise parameters. We first consider the detection of homogeneous regions by proposing an improvement of classical image multi-thresholding methods.

The goal is to achieve the precise determination of homogeneous zones in numerical images by pixels classification. The thresholds and the modes are obtained by minimization of a new energy of gravitational clustering initialized with the significant peaks of a cumulated histogram. Then, the best modes and the best thresholds are calculated by alternate optimization of an energy of multi-thresholding, leading to a piece-wise quadratic potential. This energy is built from a total uniformity criterion which measures the homogeneity of a given map of regions.

Finally, an unsupervised classification is performed by use of a supervised variational classification approach which minimizes an adapted energy of transitions of phases. The potential which controls the classification process is built from the previously determined best thresholds and modes. The whole procedure is described below.

10.2.2. Classification

Now, our purpose is to obtain the most precise detection of homogeneous regions in each spectral band. We choose to use a partitioning method, based on histogram transformation, because the histogram operator basically reveals the unknown mixture between the informational content of homogeneous regions (quasi-uniform grey level distribution) and noise.

This refined advanced classification method was recently proposed by some of the
co-authors, leading to noticeable improvement of classical image multi-thresholding methods [KLA 05].

The histogram transformation that we propose to use, considers an alternative modeling of the histogram by a dynamic representation. The values of the histogram are comparable with the masses $h_i$ (occurrence frequency) and the samples with the positions $i$ (intensity level) of a dynamic system of the previously defined masses. The initial vector of the positions $\vec{x}^0$ is defined by $x^0_i = i$, whenever the level $i$ is initially present in the processed image. We call centre of gravity relative to a position, the barycentre of the positions located within a radius lower than a maximum preset distance and named gravitational radius $R(x_i)$. The energy of gravitational clustering measures the dispersion of the positions with regard to the relative centres of gravity. It is defined by:

$$Q_{gc}(\vec{h}, \vec{x}) \triangleq \frac{1}{2} \sum_{i \in I} \sum_{j \in I} h_i h_j \delta_{i,j}(\vec{x}) |x_i - x_j|^2$$

(10.1)

where $I$ is the set of real intensities, $\delta_{i,j}(\vec{x}) \triangleq H(R(x_i, x_j) - |x_i - x_j|)$ and $R(x_i, x_j) = \sup(R(x_i), R(x_j))$. $H()$ is the Heaviside step function.

In practice, a gravitational equation is built to cancel the derivative of the energy of gravitational clustering: $\vec{x}$ minimizes $Q_{gc}(\vec{h}, \vec{x})$.

The condition $R(x_i, x_j) = \sup(R(x_i), R(x_j)) > |x_i - x_j|$ simply translates the determination of the relative centres of gravity. The trajectory is simply controlled by the proximity and the importance of specific masses. The positions are attracted by their relative centres of gravity. $R(x_i)$ is essential to precisely quantify the multi-modality with regard to the positions of the modes.

Thus, the gravitational clustering returns a vector of the positions gradually constant on each class. Visually, the vector of the positions takes a staircase shape. The positions are converted into integer values to preserve a meaning in the set of intensities. The histogram corresponding to $\vec{x}^\infty$ is denoted histogram of the centres of gravity $h_{gc}(\cdot)$. It is multimodal and the modes $h_{gc}(x^\infty_i) = \mu_{x^\infty_i}$ are given by the various levels of the vector $\vec{x}^\infty$.

The thresholds $\vec{s}$, and the modes $\vec{m}$ must be ordered so that each mode lies between two consecutive thresholds. Following previous stage, a first set of thresholds and modes are obtained. Now, the aim is to determine the best thresholds $\vec{s}$ and the best modes $\vec{m}$ with regard to a criterion, denoted total uniformity criterion, translating better search for homogeneous regions and measuring the quality of a map of homogeneous regions. Its principle is built on the idea that an area is uniform if the dispersion of the grey levels is weak. We can measure the uniformity of an area by estimating the intra-area variance. The total uniformity criterion of a map is estimated by the weighted average, by the size of the different areas, of the intra-area variances.

Then, the energy of multi-thresholding is built in order to coincide exactly with the total uniformity criterion if the modes are equal to the intra-area means. It measures the quality of the modes $m_k$ and the thresholds $s_k$, knowing their number $N$. This quality is estimated by regarding the vector of the thresholds as an approximation in a finite
number of samples of the histogram. Then, the best modes $\vec{m}^\infty$ and the best thresholds $\vec{s}^\infty$ are calculated by alternate optimization of this energy of multi-thresholding. The optimal solution consists of a continuation which alternatively minimizes the multi-thresholding energy with regard to the modes and the thresholds.

\[
Q_{mt}(\vec{h}, \vec{s}, \vec{m}) \triangleq \frac{1}{2} \sum_{k=0}^{N} \sum_{j:x_j < s_k+1} h_j |x_j - m_k|^2 \\
+ \frac{1}{2} \sum_{k=1}^{N-1} \sum_{j:x_j = s_k} h_j \min\left(\left|x_j - m_k\right|^2, \left|x_j - m_{k+1}\right|^2\right)
\] (10.2)

Assuming the modes $\vec{m}^n$ known, the energy of multi-thresholding $Q_{mt}(\vec{h}, \vec{s}, \vec{m}^n)$ is convex with respect to the thresholds $\vec{s}$. The single minimum $\vec{s}^n$ is simply given by the middle of the interval ranging between two modes : $s^n_k = (m^n_k + m^n_{k+1})/2$. Assuming the thresholds $\vec{s}^n$ known, the vector of the modes which minimizes the multi-thresholding energy is given by the barycentres $M_k$ of the thresholds whose weights depend on the thresholds and the histogram : $m^{n+1}_k = M_k(\vec{h}, \vec{s}^n)$.

When the image is seriously degraded, it is necessary to consider an a priori homogeneity constraint to improve the classification result. Such a method exists in the variational framework [SAM 00] and then [AUB 02a]. The a priori homogeneity constraint can be introduced by adding to the usual classification term, defined by a potential $W(I)$, an additional regularization term $\varphi(|\nabla I|)$ translating the homogeneity constraint :

\[
Q_{pt}(W, \varphi, \varepsilon; I) \triangleq \int_{\Omega} \left[ \varepsilon \varphi(|\nabla I|) + \frac{1}{\varepsilon} W(I) \right]
\] (10.3)

The potential $W(\vec{s}, \vec{m}, I)$ controlling the classification process is built from the previously determined best thresholds and modes according to alternate optimization of the multi-thresholding energy : the stable phases are given by the modes $\vec{m}^\infty$, the unstable phases are given by the thresholds $\vec{s}^\infty$. As a result, the entire scheme is becoming attractively unsupervised.

Two different schemes can be considered to get the solution. The first scheme realizes a direct minimization of the dynamic equation associated with $Q_{pt}(W, \varphi, \varepsilon; I)$. A second scheme performs an alternate minimization using the semi-quadratic algorithm [SAM 00], [AUB 02a], [AUB 02b]. The method of classification using the alternate minimization is better but much slower and more constraining than the method using direct minimization. The results obtained by the latter are quite good and easier to control. They are used hereafter.

10.2.3. Identification

Now, in order to identify the nature of the noise, we use either one or the other homogeneous regions map $I_h$, obtained at the output of the previous classification stage.
We calculate on each local estimation kernel \( \Phi_{SW}(I) \), where \( SW \) are scanning windows with different increasing size, unbiased local statistics of interest \( \text{mean}_{\Phi(I),i,j} \), \( \text{var}_{\Phi(I),i,j} \):

\[
\Phi_{SW}(I)_{i,j,i',j'} \triangleq \begin{cases} 
1 & \text{if } I_h(i', j') \text{ is the most frequent label}, \\
0 & \text{otherwise}, \\
(i', j') & \in SW 
\end{cases}
\]

The initial method was based on the discrimination of the statistical series according to the window size. The analysis of the corresponding local statistical series shows that it is not relevant to discriminate them only according to the window size. Indeed, it is better to consider the number of pixels taken into account for their calculation. We thus ensure that two local statistical estimators, belonging to the same set and then calculated with the same number of pixels, follow the same statistical law. It should be noted that this law is a priori unknown, except for the Gaussian additive noise variance. In this last case, it is a \( \chi^2 \) law.

For each number of pixels taken into account, we obtain a coherent set of statistics. We now consider the most representative set is that which contains the most elements at the output of the preceding classification procedure of local statistical estimators. We fit a polynomial regression to the set of variance estimates, according to the average estimates \( \text{mean}_{\Phi(I),i,j} \). From a practical point of view, the implementation is not more complex than for the linear regression. We decide the noise is additive if the zero order polynomial regression gives the best approximation within the meaning of least squares criterion. The noise is multiplicative if the best approximation is obtained by the second order regression. The experiments carried out have demonstrated that blind noise identification system performs with appropriate accuracy [?] and this allows passing to more detailed consideration of the methods for blind evaluation of statistical characteristics for particular noise types under assumption that it is identified correctly.

### 10.3. Methods for blind evaluation of noise statistical characteristics

As said and shown above, an image can be corrupted by a given type of noise (additive, multiplicative, impulse) or by a certain combination of two or even three types of noise (additive+impulse, multiplicative+impulse, additive+multiplicative, all three types). Certainly, less number of noise types is present, simpler the task to evaluate the corresponding characteristics is. Thus, let us consider first simpler practical situations and then pass to more complex. Note that throughout this section, we focus on evaluating statistical characteristics of noise with spatially invariant statistical and spatial correlation characteristics. First, recall the requirements to blind methods for evaluation of noise statistical characteristics. Ideally, a blind method of variance evaluation should meet the following requirements:

1) to produce an unbiased estimate (in particular, to give an estimate equal to zero for noise free images);
2) to ensure variance of noise variance estimate as close to potential minimum as possible;
3) to provide a method applicability for entire range of possible values of noise variance;
4) to make a method applicable, i.e. providing appropriate accuracy, to any image, i.e., to images characterized by different spectral-correlation properties, and to both cases of i.i.d. and spatially correlated noise;
5) to provide appropriate computational efficiency of algorithmic realization of a method.

The requirements 1) and 2) relate to a method accuracy. Thus, let us briefly discuss how the method accuracy can influence the performance of algorithms of further image processing that exploit the obtained estimates of additive noise variance $\hat{\sigma}_n^2$ or multiplicative noise (relative) variance $\hat{\sigma}_\mu^2$. The paper [ABR 04] dealt with pure multiplicative noise case although as shown in [ABR], the results and conclusions are very similar for pure additive noise case. In [ABR 04] it has been supposed that instead of a true value $\sigma_n^2$, its estimate $\hat{\sigma}_n^2 = \kappa \sigma_n^2$ is used in filtering of images corrupted by pure multiplicative Gaussian noise where $\kappa$ is a factor describing noise variance estimation errors and it has values from 0.6 to 1.6. Therefore, the obtained results of analysis have demonstrated that it is necessary to provide $\kappa$ within the limits from 0.8 . . . 0.9 up to 1.2 . . . 1.4. This means that in practice the estimate $\hat{\sigma}_n^2$ can be slightly biased and, if the estimate is biased, then, desirably, $\langle \hat{\sigma}_n^2 \rangle > \sigma_n^2$ where $\langle . \rangle$ denotes ensemble averaging. For example, it can be assumed that a method for blind evaluation of noise variance of multiplicative noise is good if it provides $\hat{\sigma}_n^2 \in [1.0\sigma_n^2, 1.1\sigma_n^2]$.

Estimates $\hat{\sigma}_\mu^2$ should be characterized by not only bias $\Delta_\mu = \langle \hat{\sigma}_\mu^2 \rangle - \sigma_\mu^2$, but also by variance of such estimates $\sigma^2_{\hat{\sigma}_\mu^2} = \langle (\hat{\sigma}_\mu^2 - \langle \hat{\sigma}_\mu^2 \rangle)^2 \rangle = \theta_\mu^2$. Then, taking into account the analysis results presented above, $\langle \hat{\sigma}_\mu^2 \rangle \pm 3 \sigma_{\hat{\sigma}_\mu^2}$ should be within the interval $[0.8\sigma_\mu^2, 1.4\sigma_\mu^2]$. The relative (normalized) root mean square error $\sigma_{\hat{\sigma}_\mu^2} = \sigma_{\hat{\sigma}_\mu^2}/\sigma_\mu^2$ of estimates $\hat{\sigma}_\mu^2$ should be less than 0.05 . . . 0.08 in order to fit the aforementioned interval of $\kappa$ values assuming Gaussian distribution of estimates $\hat{\sigma}_\mu^2$.

Similar conclusions and practical recommendations $\langle \hat{\sigma}_\mu^2 \rangle \pm 3 \sigma_{\hat{\sigma}_\mu^2}$ should be within the interval $[0.8\sigma_\mu^2, 1.4\sigma_\mu^2]$ hold for additive noise case [ABR] for which $\Delta_n = \langle \hat{\sigma}_n^2 \rangle - \sigma_n^2$ and $\sigma^2_{\hat{\sigma}_n^2} = \langle (\hat{\sigma}_n^2 - \sigma_n^2)^2 \rangle = \theta_n^2$. $\sigma_{\hat{\sigma}_n^2} = \sigma_{\hat{\sigma}_n^2}/\sigma_n^2$. Analogous practical requirements to accuracy of noise variance estimation follow from the paper [MEL 01] where the designed hard switching locally adaptive filters are based on comparison of local activity indicators to some thresholds. These thresholds are set with taking into account a priori known noise variance or its estimate. One more question is what is potential minimum of variance ($\sigma^2_{\hat{\sigma}_n^2}$ or $\sigma^2_{\hat{\sigma}_\mu^2}$) of noise variance estimates. Consider a more simple case of additive noise. Suppose an ideal situation that one has a noisy image $\{I_n^j = I_{ij}^0 + n_{ij}\}$, where and $\{I_{ij}^0\}$ is the true image, and $n_{ij}$ denotes i.i.d. zero mean additive noise with variance $\sigma_n^2$ and $I,J$ define image size. Then, $\hat{\sigma}_n^2$ is...
\[ \sigma_n^2 = \frac{\sum_{i=1}^{I} \sum_{j=1}^{J} (I_{ij} - I_{tr})^2}{IJ - 1}. \]

For i.i.d. noise, \( \sigma_n^2 = (\mu_4 - \mu_2^2)/N \) where \( \mu_2 \) and \( \mu_4 \) are the second and the fourth central moments of noise PDF, \( N = IJ \) is the number of samples of an observed noise. The second moment \( \mu_2 \) is equal to the true value \( \sigma_\text{true}^2 \) while the fourth central moment \( \mu_4 \) depends upon noise PDF. For Gaussian noise \( \mu_4 = 3\sigma_\text{true}^4 \), for additive noise with other PDFs \( \mu_4 \) is also proportional to \( \sigma_\text{true}^4 \) but proportionality factor is smaller than 3 for light-tail PDFs and it can be considerably larger than 3 for heavy-tail PDFs.

Then, for Gaussian noise, one gets potentially minimal \( \sigma_\text{min}^2 = 2\sigma_\text{true}^4 / N \) and, thus, minimal \( \sigma_{\text{rel}} = \sqrt{2/N} \). Thus, for any method it can not be expected that good accuracy of variance estimation can be provided for small size images. If noise is not i.i.d., then the accuracy of noise variance estimation characterized by \( \sigma_{\text{rel}} \) is poorer.

The requirements 3) and 4) at the beginning of this subsection relate to a method universality. Obviously, a "good" method of blind evaluation of noise variance should provide appropriate accuracy for entire range of possible values of noise variance. Otherwise, a method applicability is considerably restricted. Similarly, a method can be considered "good" and practically applicable if it provides appropriate accuracy for any image, i.e., for images characterized by different spatial spectral-correlation properties.

Usually the most complicated cases are images containing a lot of edges, details and/or texture regions, i.e. a large percentage of pixels belong to heterogeneous regions [LUK 02b, LUK 05a, PON 03]. While many methods provide appropriate accuracy for real life images containing many homogeneous regions, majority of them fail being applied to images containing a large percentage of heterogeneous fragments [PON 03].

Although the common i.i.d. assumption about noise is considered, it often does not take place in practice. There are quite many factors that can result in spatial correlation of noise in images. These factors are image oversampling, interpolation used inside an imaging system, the dependence of linear resolution on distance [PON 08, PAL 07], etc. Fig.10.1a shows an L-band SAR image with manually selected homogeneous regions of rectangular shape marked by digits. A 2-D autocorrelation function (ACF) (see Fig.10.1b) has been calculated for a homogeneous 32x32 fragment of this image. As seen, the ACF has small side lobes; and its main lobe is not a Dirac -function. Essential correlation is observed for central horizontal cross-section of the 2-D ACF. Similar estimates of 2-D ACFs have been obtained for other homogeneous regions of the image in Fig.10.1a. This means that in this case the noise cannot be considered i.i.d.

Note that one might have no a priori information that allows deciding in advance if it is possible to consider the noise i.i.d. or not. Obtaining of such information requires additional efforts and a priori known or pre-estimated variance of noise [PON 08]. Then one comes to a closed loop. A way out is to design and apply such techniques for blind evaluation of noise variance that are able to perform well enough for reasonably wide limits of variation of noise spatial correlation properties (see subsection
A method of blind evaluation of noise statistics should provide appropriate computational efficiency of its algorithmic realization (implementation). This is especially true if one deals with processing multispectral or hyperspectral images of large size. Then a more accurate but considerably "slower" method can be of no use since analysis should be performed in a limited time. Therefore, below we consider possible approaches to blind evaluation of noise characteristics from the viewpoint of aforementioned requirements.

### 10.3.1. Estimation of additive noise variance

Blind methods can be classified into five main groups [LUK 06a]:

1) the methods based on curve (line) fitting (making up linear regression) into obtained sets of local estimates \( \{ \hat{\sigma}_{loc_k}(I_{loc_k}) \} \) where \( \hat{\sigma}_{loc_k} = \left( \frac{\sum_{i,j \in G_k} (I_{ij} - \bar{I}_{loc_k})^2}{|G_k| - 1} \right)^{1/2} \) and here \( k \) denotes the index of the \( k \)-th block, \( |G_k| \) denotes the number of pixels in a \( k \)-th block, \( |G_k| \) are equal for all \( k \) and are of the order of tens (for example, 25, or 49, or 81) [LUK 08a, LUK 08b]; such approach is, in particular, considered for speckle noise in images formed by SARs;

2) the methods that also imply obtaining the sets of local estimates \( \{ \hat{\sigma}_{loc_k}(\bar{I}_{loc_k}) \} \) at the first stage with processing these sets by finding the estimate histogram maximum or by applying some robust (based on order statistics, bootstrap, quantiles, sample myriad, etc.) techniques [LUK 05a, LUK 06b] at the final stage;
3) the methods that evaluate noise variance in spectral domain using wavelet, discrete cosine (DCT) and other orthogonal transforms [PON 03, MAL 98, SEN 02] and analysis of spectral coefficient absolute values;

4) different combined techniques that, for example, use image segmentation or classification before applying linear regression, apply robust methods for processing spectral coefficient absolute values [PON 03], use iterative procedures for improving the accuracy of obtained estimates [LUK 02b];

5) methods of noise parameters estimation within a maximum likelihood framework recently proposed in [USS 07, LUK 09].

The basic idea behind the first group of methods is the following. It is assumed that for small size blocks both normal and abnormal local estimates are formed. Normal ones are the estimates close to a true value of additive or multiplicative noise variance (depending upon a decision what is noise type). Normal estimates are obtained for blocks that belong to image homogeneous or quasi-homogeneous regions. Abnormal estimates are those ones that considerably differ from a true value; commonly abnormal estimates are sufficiently larger than a true value.

For additive noise case, there can be many local estimates \( \{ \hat{\sigma}_{\text{loc,k}}(I_{\text{loc,k}}) \} \) that are quite close to the true value \( \sigma_n \). Then, by fitting horizontal line one can get an estimate of \( \hat{\sigma}_n \). Similarly, in case of pure multiplicative noise, such line is fitted that comes via coordinate system origin, and its slope characterizes \( \hat{\sigma}_\mu \). Note that such line fitting should be robust [?] in order to minimize the influence of abnormal estimates (see also example in [LUK 06a]. Since for additive noise the statistics of local estimates practically does not depend upon local mean, horizontal line fitting in scatter-plots can be replaced by simpler operations for the methods of the group 2) or refined by combining different techniques for the methods of the group 4). These methods will be described and analyzed below more in detail.

A distinctive feature of the methods of the group 3) is that they operate in “spectral domain” where spectrum can be obtained in different orthogonal bases: wavelet, DCT, etc. In general, all these methods rely on the following common assumption. The basic energy of an image or an image fragment (block) is concentrated in a relatively rather small percentage of spectral coefficients of an orthogonal transform used. These spectral coefficients possess rather large amplitudes (absolute values). Statistics of other spectral coefficients is basically determined by noise. And this makes possible to somehow process absolute values of such spectral coefficients in order to obtain an estimate of additive noise variance. This processing is used for separating image and noise information in spectral domain. Note that these properties are also put into basis of transformed based denoising that has become very popular nowadays [TSY 05, POR 03, LUK 07c, MAL 98, SEN 02].

The methods based on the abovementioned properties differ in details. For the methods based on using wavelet transforms commonly only spectral coefficients for high-high (HH) component are considered and processed [MAL 98, SEN 02]
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in a robust manner. The need in using robust estimates stems from distribution of wavelet coefficients that obeys mixed Gaussian and Laplacian distribution [SEN 02]. The Gaussian PDF is the contaminated one and Laplacian is the contaminating distribution with smaller probability. Similarly, for methods based on DCT in blocks, it is possible to obtain a set of local estimates of additive noise variance as 

\[ \hat{\sigma}^2_n(p, q) = (1.483 \text{med} \{y_{kl}(p, q)\})^2, \]

where \( y_{kl}(p, q) \) denotes the \( pq \)-th spectral coefficient determined for the \( kl \)-th block, \( 0 \leq k \leq I - M_b + 1, 0 \leq l \leq J - N_b + 1 \) and \( M_b \) and \( N_b \) define the block size. In [PON 03], a three-stage procedure is put forward. At the first stage one has to perform local DCT for all possible positions of overlapping blocks and, thus, to get the set of arrays \( \{y_{kl}(p, q)\} \). At stage 2, the estimations \( \hat{\sigma}^2_n(p, q) \) are obtained for all \( p \) and \( q \) except \( p = 0, q = 0 \). For the third stage, several ways to process the set of estimations \( \hat{\sigma}^2_n(p, q) \) can be followed: 1) choose the \( N_s \) smallest values and perform their averaging; 2) choose the \( N_s \) smallest values and find the median value; 3) calculate the myriad of the \( N_s \) smallest or for all estimates \( \hat{\sigma}^2_n(p, q) \). Recall that the sample myriad is a maximum likelihood estimator for Cauchy distribution. Thus, several special robust operations can be used to minimize the influence of large spectral coefficients on the final estimate. In [PON 03], we have recommended \( N_s = 16 \).

The methods of the group 3) possess several valuable advantages. First, they provide rather good accuracy even if images contain a lot of texture, edges and fine details. For many considered noise-free images [PON 03] the noise variance estimates were equal to zero or to appropriately small values (recall the requirements to blind evaluation methods stated at the beginning of subsection 10.3). For noisy images the obtained estimates of noise variance have been characterized by good accuracy [PON 03]. Since for many orthogonal transforms there are fast algorithms [MAL 98], the corresponding methods for blind evaluation of additive noise variance are rather fast. However, these methods have several drawbacks. The main drawback is that these methods provide appropriate accuracy only if noise is i.i.d. [LUK 08a]. This deals with the fact that assumption about mixed Gaussian and Laplacian distribution of spectral coefficients is not anymore valid for spatially correlated noise. More details will be given in subsection 10.3.4.

Finally, the methods of the group 5) are based on estimation of noise (additive, multiplicative, mixed additive and impulse, mixed multiplicative and impulse) parameters within a maximum likelihood framework. One advantage is that a well-developed theory is put into their basis. Their accuracy, as it will be shown in subsection 10.3.3, is high for images of different structure including textural ones. However, till the moment these methods are designed for the case of i.i.d. additive or multiplicative noise. Besides, processing takes a lot of time. These disadvantages restrict practical application of these methods.

Therefore, let us concentrate below on considering the methods of the groups 2) and 4). Instead of operating with a scatter-plot of local estimates
\{\hat{\sigma}_{\text{loc}}^2(T_{\text{loc}}), k = 1, \ldots, N_h\} \text{ (} N_h \text{ is the number of blocks) as the methods of the group 1) do, the methods of the groups 2) and 4) "work" with a distribution of local estimates \{\hat{\sigma}_{\text{loc}}^2\}.}

The basic assumptions put into basis of this group of methods are the following:

1) there are quite many "normal" local estimates, i.e., the estimates quite close to the true value of noise variance, and such estimates form one mode of the distribution of \{\hat{\sigma}_{\text{loc}}^2\};

2) abnormal estimates form a one-side heavy tail of the distribution and the influence of this tail on the final estimate is avoided (minimized) by applying robust or other appropriate methods for processing of \{\hat{\sigma}_{\text{loc}}^2\}.

The simplest method of distribution mode finding is based on searching a histogram maximum and a coordinate that corresponds to it. However, as it is shown in [LUK 02b], this method suffers from several drawbacks. In case of unknown noise variance it is difficult to select appropriate subinterval size \(\Delta h\) or, equivalently, the number of sub-intervals \(N_h\) (or bins).

And the method accuracy is even worse if an image under analysis is textural [LUK 02b]. Appearance of the histogram and preliminary analysis of statistics of normal and abnormal local estimates show that it is possible to use the following model PDF for describing the statistical properties of the set of block variance estimates:

\[ \rho(x) = p \cdot \rho_{\text{normal}}(m, \sigma^2) + (1 - p) \cdot \rho_{\text{abnormal}}(0, M) \] (10.5)

where \(\rho_{\text{normal}}(m, \sigma^2)\) is the PDF with the mean \(m = \sigma_n^2\) and variance \(\sigma^2\) (do not mix \(\sigma^2\) with additive noise variance \(\sigma_n^2\) and multiplicative noise relative variance \(\sigma^2\)) that relates to normal local estimates, \(\rho_{\text{abnormal}}(0, M)\) denotes the PDF which is non-zero within the limits from 0 to \(M\), \(M >> m\) (that relates to abnormal local estimates), \(p\) is the parameter that, in fact, shows the percentage of blocks belonging to image homogeneous regions. In [LUK 02b] instead of (10.5) the following simplified model has been used:

\[ \rho(x) = p \cdot \rho_{\text{gaussian}}(m, \sigma^2) + (1 - p) \cdot \rho_{\text{uniform}}(0, M) \] (10.6)

In model (10.6), the variance \(\sigma^2\) is determined by \(m\) (the true value to be estimated), the block size, the PDF of noise and spatial correlation properties of noise. Variance \(\sigma^2\) is proportional to \(m^2\) and approximately inversely proportional to the number of pixels in blocks. In practice, the ratio \(\sigma/m\) for \(5 \times 5\) blocks is of the order 0.3 . . . 0.4 for i.i.d. noise.

On one hand, the model (10.5) can be replaced by the simplified model (10.6) under certain conditions. First, the PDF \(\rho_{\text{normal}}(m, \sigma^2)\) can be replaced by \(\rho_{\text{gaussian}}(m, \sigma^2)\) if according to the central limit theorem the normal local estimates \(\hat{\sigma}_{\text{loc}}^2\) defined by \(\hat{\sigma}_{\text{loc}}^2 = \sum_{i,j \in G_k} (T_{ij}^n - \bar{T}_{\text{loc}})^2 /(|G_k| - 1)\) obtained in image homogeneous image regions obey Gaussian distribution where \(|G_k|\) defines the number of pixels belonging to the \(k\)-th block. The central limit theorem holds for Gaussian i.i.d. noise starting
from $|G_k| = 25$, i.e. for $5 \times 5$ blocks [LUK 02b]. However, for spatially correlated and/or heavier PDF noise the block size should be larger [LUK 08a]. Second, other model PDFs can be used instead of $\rho\text{uniform}(0, M)$ to simulate statistical properties of abnormal estimates, but the choice of this model usually does not influence much the performance of the designed blind methods of noise variance evaluation.

On the other hand, by applying the simplified model (10.6) for which PDF data can be easily simulated and PDF parameters can be varied, it is possible and convenient to compare the accuracy of different methods, to analyze method accuracy for different model parameters and, respectively, for images with different properties. In particular, the model (10.6) has been used for design of new methods in the papers [LUK 02b, LUK 05a, LUK 06b, LUK 07b].

As shown above, even for the histogram method, it is worth having some preliminary estimate $\hat{\sigma}_n^2$ in order to set the algorithm parameter $\Delta h$ in a proper manner. Similar task arises for the myriad based method [LUK 02b] where a tunable parameter of a sample myriad is to be set with taking into account $\hat{\sigma}_n^2$. Recall that the sample myriad is defined as [J.G 01]:

$$\hat{\beta}_h = \text{myriad}\{K_m, x_1, \ldots, x_n\} = \arg\min_{\beta} \sum_{i=1}^{n} \ln[K_m^2 + (x_i - \beta)^2]$$ (10.7)

where $K_m$ is a tunable parameter, $n$ is a sample size (it is equal to $N_{bl}$ for the considered application), and $x_1, \ldots, x_n$ are the elements of a data sample (the set of local variance estimates obtained in blocks). Note that for the considered application we exploit not the property of the myriad estimator as a maximum likelihood one but its ability to find a distribution mode [LUK 05b].

The accuracy of the myriad based method can be considerably improved with properly selected $K_m$. However, again there is a problem in adjusting the parameter $K_m$ that should be determined as $K_m = 0.3\hat{\sigma}_n^{prel}$ since one does not know $m$. Thus, one needs to have some preliminary estimate $\hat{\sigma}_n^{prel}$.

Another drawback is that the myriad method [LUK 02b] quickly loses its efficiency for $p$ smaller than 0.2 [LUK 05a], i.e., for highly textured images. Summarizing the above said, the presented results demonstrate the following shortcomings of the histogram and myriad based methods. First, they both require having at disposal a preliminary estimate $\hat{\sigma}_n^{prel}$ for setting appropriate parameters $\Delta h$ or $K_m$, respectively. Second, although quite many images met in practice are characterized by a rather large $p$ in the model (10.6) of local estimates, it is desirable to design methods applicable for images with $p$ of about 0.1, i.e., for highly textural images with a small percentage of blocks in image homogeneous regions. Thus, an important task is to design a method for obtaining preliminary estimate $\hat{\sigma}_n^{prel}$.

One early work [ZEL 96] intended on designing a method for obtaining an approximate (rough) estimate $\hat{\sigma}_n^{prel}$ proposes to find the 30% percentile (the 0.3$N_{bl}$-th order statistic) of the set of local estimates and to use it as $\hat{\sigma}_n^{prel}$ or even as a final estimate $\hat{\sigma}_n^{fin}$. Later the drawback of this method has been understood. The bias of $\hat{\sigma}_n^{prel}$
depends upon \( p \) and is small enough if \( p \) is about 0.6 that holds for many natural images but, certainly, not for highly textural images. However, a positive feature of this method called the quantile method [LUK 02b] was that it ran us into idea to analyze more in detail statistical properties of order statistics for the distribution (10.6).

A thorough analysis of statistical properties of order statistics for the model distribution (10.6) carried out in the paper [LUK 05a] has shown the following. A \( q \)-th order statistic for which the following condition is valid

\[
q \approx \frac{pN_{bl}}{2}
\]

produces practically unbiased estimate of the mode of the distribution (10.6) and, moreover, allows estimating \( p \). Another observation is that this order statistic possesses the smallest variance among all order statistics \( q = 1, \ldots, N_{bl} \). This property was put into bootstrap based algorithm for determination of \( \hat{q} \). Recall that among a set of possible estimators bootstrap based method allows finding and selecting an estimator that produces a smallest variance of estimates.

However, better results can be obtained if the bootstrap based method is used in a certain combination with other methods. For example, the bootstrap based method can be used for producing the final estimate \( \hat{\sigma}^2_{n_{fin}} \) if \( \hat{p} = 2\hat{q}/N_{bl} \) occurs to be small. Otherwise, it is applied for obtaining \( \hat{\sigma}^2_{n_{prel}} \) that is further used for calculation of, for instance, \( K_m \) for the myriad based method that, in turn, produces \( \hat{\sigma}^2_{n_{fin}} \) [LUK 05a]. Such modifications have considerably improved robustness (in wide sense) of the corresponding combined bootstrap-myriad estimator and made it applicable for processing highly textural images characterized by non-zero but small \( p \).

Meanwhile, recall that the bootstrap based method exploits finding and using only one, the \( \hat{q} \)-th order statistic. Other order statistics with indices close to \( \hat{q} \) are not exploited although they are characterized by variance close to the variance of the \( \hat{q} \)-th order statistic [LUK 05a].

This observation served as a basis for several recently designed modifications that can be referred as inter-quantile based methods [LUK 08a, LUK 06b, LUK 07b]. The core of the inter-quantile approach is the use of the set \( \{ \hat{\sigma}^2_{n_{prel}}, k = 1, \ldots, N_{bl} \} \) and its ordering in ascending order with obtaining \( X^{(k)} \geq X^{(k-1)}, k = 2, \ldots, N_{bl} \). Then the set \( \{ X^{(k)}, k = 1, \ldots, N_{bl} \} \) is processed with finding such \( X^{(k_{(i,r)+s})} - X^{(k_{(i,r)})} \) is the smallest among all \( X^{(k_{(i,r)+s})} - X^{(k_{(i,r)})}, k = 1, \ldots, N_{bl} - s \) where \( s \) is the method parameter. To provide the appropriate performance of the inter-quantile method for images with \( p \geq 0.1 \), it is recommended to select \( s = \lfloor 0.1N_{bl} \rfloor \) where \( \lfloor \cdot \rfloor \) denotes rounding-off to the nearest even integer. Then, the estimate \( \hat{\sigma}^2_{n_{prel}} = X^{(k_{(i,r)+s/2})} \).

In general, this estimate can be used as \( \hat{\sigma}^2_{n_{fin}} \) since it is accurate enough [LUK 06b]. However, there are additional ways to improve the performance of the inter-quantile based method [LUK 06b, LUK 07b]. These ways deal with the fact that \( p \approx (k_{(i,r)} + s/2)/N_{bl} \) and this allows determining what order statistics \( X^{(k)} \) correspond to normal local estimates: \( k \leq pN_{bl} \). In turn, this allows performing
different operations with these order statistics including averaging, robust processing, fitting polynomials, selecting $s_{\text{opt}}^\Psi$ for the second iteration of inter-quantile method, etc.

In subsection 10.3.4 we will give the detailed description of the algorithm proposed and tested in [LUK 07b] with taking into account possible spatial correlation of noise. An alternative way deals with the use of image pre-segmentation [LUK 06a, LUK 07b] used also for determination of noise type (see Section 10.2). Recall that performance of the myriad based method depends upon a weight of a heavy tail of the distribution (10.6) [LUK 06a]. The presence of this one side tail "pulls" the estimate towards heavy tail side [LUK 02b] and this leads to increasing the positive bias $\Delta_n$. This is an inherent property of robust estimators of contaminated non-symmetric distribution location and some mode finders [LUK 05b].

If abnormal local estimates of noise variance that form "right-hand" tail of the distribution (10.6) are somehow removed, it is possible to expect that the bias can be considerably decreased. Recall here that image classification methods described in section 10.2 allow obtaining preliminary information about image homogeneous regions.

For getting such discrimination map of pixels that belong to image homogeneous regions, we have applied the following post-processing of a classified image. Within $5 \times 5$ scanning window it has been tested to how many segmentation classes the pixels belong [LUK 06a]. We propose to calculate local estimates $\{\hat{\sigma}_{\text{loc}}(I_{\text{loc}})\}$ only for those scanning window (block) positions for which all scanning window pixels belong to the same segmentation class. Then, the corresponding pixel of discrimination map is set equal to $DM_{ij} = 128$ (homogeneous region). Whenever they belong to two different segmentation classes, $DM_{ij} = 0$ (edge/detail neighborhood), and for three to more segmentation classes, $DM_{ij} = 255$ (texture).

In this manner one obtains a trimmed set of local estimates $\{\hat{\sigma}_{\text{loc}}(I_{\text{loc}})\}_{\text{trim}}$ where abnormal estimates are mainly removed. After trimming performed on basis of class discrimination the amount of normal estimates has partly reduced. At the same time, the amount of abnormal estimates has decreased much more radically. As the result, the distribution of $\{\hat{\sigma}_{\text{loc}}(I_{\text{loc}})\}_{\text{trim}}$ has considerably less heavy tail than the distribution of the original estimates $\{\hat{\sigma}_{\text{loc}}(I_{\text{loc}})\}$. In such situations, less robustness of distribution mode estimate is required to provide appropriate bias and variance [LUK 05b]. Pre-segmentation can be also combined with other methods of mode finding, e.g., with the improved inter-quantile method [LUK 07b] and with Spectral domain techniques, e.g., with the DCT based method [PON 03].

In general, the analysis of simulation results presented in the papers [LUK 02b, LUK 05a, LUK 06b, LUK 06a, PON 03, LUK 07b, LUK 05b] allows concluding the following:

1) estimation bias $\Delta_n$ commonly contributes more than estimation error variance $\theta_n^2$ to the aggregate error $\varepsilon_n$ especially if an image size is rather large and noise variance is small; because of this, in method design, it is necessary to pay more attention to diminishing bias absolute value than to decreasing $\theta_n^2$.
2) if one deals with an image of larger size and/or characterized by larger \( p \), it is possible to expect better accuracy of blind estimation of noise variance;  
3) the most crucial practical cases in the sense of the largest relative error (worst accuracy) are small \( p \), small variance of noise, and small size of an image to be processed; note that all these factors do not depend upon a user.

10.3.2. Estimation of multiplicative noise variance

Generally speaking, almost all methods applicable to blind evaluation of additive noise variance can be also used for estimation of multiplicative noise relative variance \( \sigma^2_\mu \). Note that it was understood more than twenty years ago that pure multiplicative noise can be converted to pure additive noise by applying forward homomorphic transforms of logarithmic type. Such logarithmic transform can be defined as \( I^h_{ij} = a \log_b(I_{ij}) \) where \( a \) and \( b \) are the transform parameters [OKT 07]. After estimating \( \hat{\sigma}^2_n \) in the obtained image \( I^h_{ij} \), it becomes possible to calculate \( \hat{\sigma}^2_\mu = \hat{\sigma}^2_n (\ln b^2 / a^2) \) in the original image corrupted by multiplicative noise. This way is potentially possible for applying the spectral domain methods [PON 03, SEN 02] for estimating \( \hat{\sigma}^2_n \) in \( I^h_{ij} \). But we would like to stress that while using homomorphic transforms one should be careful since appropriately good results are obtained only if multiplicative noise is Gaussian and \( \sigma^2_\mu \leq 0.03 \) [OKT 07]. Because of this, below we concentrate on considering the methods of blind evaluation of \( \sigma^2_\mu \) without using homomorphic transforms and keeping in mind that in practice the values \( \sigma^2_\mu \) can be up to 1.0, this happens for one-look SAR images [MEL 00].

Consider line fitting results. In the case of pure multiplicative noise, such line is fitted that it comes via coordinate system origin, and its slope characterizes \( \hat{\sigma}_\mu \). But providing of appropriate robustness of line (curve) fitting algorithms to outliers becomes a serious problem if a percentage of outliers (abnormal local estimates for the considered application) is large, i.e. if \( p \) in the model (10.6) is small. This is a critical drawback of the methods based on line fitting that restricts their practical use. Meanwhile, other methods of blind evaluation earlier described in subsection 10.3.1 for pure additive noise case can be very similarly applied for obtaining \( \hat{\sigma}^2_\mu \). The only difference with respect to the additive noise case is in obtaining initial local estimates. Instead of \( \sigma^2_{\mu, loc} = \sum_{i,j \in G_k} (I^\mu_{ij} - \hat{T}_{loc,k})^2 / (|G_k| - 1), k = 1, \ldots, N_{bl} \) one has to obtain \( \hat{\sigma}^2_\mu_{loc,k} = \hat{\sigma}^2_{\mu, loc} / \hat{T}_{loc,k}^2, k = 1, \ldots, N_{bl} \). Then all other operations that have to be performed with \( \{\hat{\sigma}^2_{\mu, loc,k}, k = 1, \ldots, N_{bl}\} \) according to the methods given in subsection 10.3.1 are to be carried out for the set \( \{\hat{\sigma}_\mu_{loc,k}, k = 1, \ldots, N_{bl}\} \). This can be the myriad based method [LUK 02b], the bootstrap based technique [LUK 03a] or the combined bootstrap-myriad based method [LUK 05a], the inter-quantile based methods [LUK 06b, LUK 07b], the combined methods presuming image pre-segmentation [LUK 08a, LUK 06a], etc.

The advantages and drawbacks of these methods for the case of pure multiplicative
noise are the same as discussed in the previous subsection. However, there are two differences to be mentioned. First, as seen from the definition \( \hat{\sigma}_{\mu_{\text{loc}}}^2 = \hat{\sigma}_{\mu_{\text{loc}}}^2 / T_{\text{loc}}^2, \) calculation of any local estimate uses not only estimation of \( \hat{\sigma}_{\mu_{\text{loc}}}^2 \) in a \( k \)-th block but also estimation of a local mean \( T_{\text{loc}}^2 \) where both are random variables. This worsens relative accuracy of the local estimates \( \hat{\sigma}_{\mu_{\text{loc}}}^2 \) in comparison to the initial local estimates \( \hat{\sigma}_{\mu_{\text{loc}}}^2 \). Second, the magnitude order of estimates \( \hat{\sigma}_{\mu_{\text{loc}}}^2 \), \( k = 1, \ldots, N_{\text{bl}} \) is larger than that of the normal estimates in the set \( \{ \hat{\sigma}_{\mu_{\text{loc}}}^2, k = 1, \ldots, N_{\text{bl}} \} \), which are smaller than or, in the least case, comparable to unity and only the abnormal estimates of multiplicative noise variance can be larger than 1 [PON 06b]. If images are represented as 16 bit data arrays, estimates \( \hat{\sigma}_{\mu_{\text{loc}}}^2 \) can be even larger like for some sub-bands of hyperspectral AVIRIS images [PON 07]. Irrespectively to the bit number used for image representation, final estimates \( \hat{\sigma}_{\mu_{\text{fin}}}^2 \) are usually smaller than unity and very rarely they can be slightly larger than unity. The latter might happen for one-look SAR images with fully developed speckle.

One more practical aspect is worth considering. The local estimates \( \hat{\sigma}_{\mu_{\text{loc}}}^2 \) and \( \hat{\sigma}_{\mu_{\text{loc}}}^2 \), \( k = 1, \ldots, N_{\text{bl}} \) are obtained in blocks tessellating either entire image or image fragments determined by discrimination map (then one obtains the corresponding trimmed sets \( \{ \hat{\sigma}_{\mu_{\text{loc}}}^2 (T_{\text{loc}}^2) \}_{\text{trim}} \) or \( \{ \hat{\sigma}_{\mu_{\text{loc}}}^2 (T_{\text{loc}}^2) \}_{\text{trim}} \) ). These blocks can be non overlapping, partly overlapping or fully overlapping as in DCT based filtering [LUK 07c]. The use of non overlapping blocks leads to the fastest calculation of the local estimate set and its processing with obtaining final estimates. However, the accuracy of estimation in this case is slightly worse than in the case when partly or fully overlapping blocks are used. Overlapping or non overlapping of blocks practically does not influence bias of final estimates but affect estimation error variance.

In the case of overlapping blocks, computation load increases radically. But it can be reduced by means of applying running algorithms for determining the local estimates of variance and mean.

Similarly to additive noise case, the local estimates \( \{ \hat{\sigma}_{\mu_{\text{loc}}}^2 (T_{\text{loc}}^2) \} \) can be distorted by clipping effects if (for Gaussian multiplicative noise) \( T_{\text{loc}}^2 (1 + 3 \sigma_{\theta}^2) > I_{\text{max}} \), where \( I_{\text{max}} \) denotes the maximal value for a given image representation. This means that if \( \sigma_{\theta}^2 \) is rather large, e.g. 0.3, one should be careful with local estimates \( \hat{\sigma}_{\mu_{\text{loc}}}^2 \) obtained for blocks with local mean \( T_{\text{loc}} > I_{\text{max}}/2 \). Such estimates can occur smaller than they should be due to clipping effect.

It is difficult to compare the performance of the methods for blind evaluation of additive noise variance and multiplicative noise variance in terms of bias \( \Delta \), variance \( \theta^2 \) and or aggregate error \( \varepsilon \) since estimated \( \sigma_n^2 \) and \( \sigma_{\mu}^2 \) are values of different order (see above). However, it is possible to compare relative errors \( \sigma_{\text{rel}} = \sqrt{\sigma_n^2 / \sigma_{\mu}^2} \) and \( \sigma_{\mu_{\text{rel}}} = \sqrt{\varepsilon_{\mu} / \sigma_{\mu}^2} \) where \( \varepsilon_n = \Delta_n^2 + \theta_n^2 \) and \( \varepsilon_{\mu} = \Delta_{\mu}^2 + \theta_{\mu}^2 \), subscripts \( n \) and \( \mu \) relate to additive and multiplicative noise, respectively. Analysis and comparisons have shown that for the same test image the values \( \sigma_{\text{rel}} \) and \( \sigma_{\mu_{\text{rel}}} \) are close if PSNR of the images corrupted by additive and multiplicative noise are approximately the
same and the same method for blind evaluation of noise variance is applied. For typical images corrupted by multiplicative noise with $\sigma_n^2$ in the limits $0.01 \ldots 0.2$ the provided $|\Delta/\sigma_n^2|$ is usually smaller than 0.12 and $\theta_n^2/\sigma_n^2$ is less than 0.03 for image size $512 \times 512$ pixels. Thus, the requirements formulated in subsection 10.3 can be satisfied.

Other conclusions [LUK 02b, PON 03] coincide with those one given for additive noise case at the end of previous subsection, i.e. estimate bias $\Delta_\mu$ has larger effect on $\varepsilon_\mu = \Delta_\mu + \theta_\mu^2$ than $\theta_\mu^2$ especially for images of rather large size. Accuracy is better if an image has large size, is characterized by larger $p$ and $\sigma_n^2$ is not very small. On the contrary, it is not worth expecting unbiased estimation and small $\sigma_{\text{rel}}$ if $p$ is small, multiplicative noise is not intensive and an image to be processed has small size, e.g., $100 \times 100$ pixels.

For the real life SAR image represented in Fig.10.1a, the local estimates $\{\hat{\sigma}_\mu_l, l = 1, \ldots, 7\}$ obtained on the seven marked selected homogeneous regions are equal to $0.166, 0.158, 0.169, 0.163, 0.169, 0.117,$ and $0.162$ [LUK 08a]. Thus, one can expect a blind estimate to be about 0.16. The improved inter-quantile based method described in [LUK 08a] produces $\hat{\sigma}_{\mu_{\text{fin}}}^2 = 0.156$, i.e. quite close to the predicted value. Similar estimates (about $0.14 \ldots 0.16$) have been obtained for other images formed by the same SAR [MEL 00, OKT 07, EGI 01]. Here we would like to thank A.I. Kalmykov Center for Earth Remote Sensing, National Academy of Science and National Space Agency of Ukraine, for offering most real scene images used in this Chapter.

### 10.3.3. Evaluation of mixed noise parameters

Recall that by mixed noise we mean the presence of, at least, two different components of noise in a given image. In our consideration a mixed noise can be additive+impulse [BAR 03], multiplicative+ impulse [MEL 00, LUK 05c], multiplicative+additive [LUK 08b]. Let us start from considering first two combinations.

For the very beginning, let us clarify what is a model of mixed noise and what is considered by impulse noise. A model of a one-channel image corrupted by mixed additive and impulse noise can be

$$I_{ij} = \begin{cases} I_{ij}^T + n_{ij} & \text{with probability } 1 - P; \\ A_{ij} & \text{with probability } P; \end{cases} \quad (10.8)$$

and for mixed multiplicative and impulse noise case it can be

$$I_{ij} = \begin{cases} I_{ij}^T \mu_{ij} & \text{with probability } 1 - P; \\ A_{ij} & \text{with probability } P; \end{cases} \quad (10.9)$$

where $P$ denotes the probability of impulse noise, $I_{ij}^T$ is the true value of the $ij$-th image pixel, $A_{ij}$ is a value of impulse observed in the $ij$-th pixel, $n_{ij}$ and $\mu_{ij}$ denote additive and multiplicative noise, respectively [MEL 00]. It is a question what $A_{ij}$ is
to be considered as an impulse. For simplicity, for Gaussian additive or multiplicative noise let us assume that an $ij$-th pixel is corrupted by an impulse if $A_{ij} \not\in [I_{ij}^r - 3\sigma_n, I_{ij}^r + 3\sigma_n]$ or $A_{ij} \not\in [I_{ij}^r(1 - 3\sigma_{\mu}), I_{ij}^r(1 + 3\sigma_{\mu})]$, respectively.

There are several possible approaches to determine $P$ and $\sigma_n^2$ or $\sigma_{\mu}^2$ for the images obeying the models (10.8) or (10.9). They are the following:

1) estimate in a robust manner $\sigma_n^2$ or $\sigma_{\mu}^2$, then apply some impulse detector that takes into account the obtained estimate $\hat{\sigma}_n^2$ or $\hat{\sigma}_{\mu}^2$ (depending upon a priori known or pre-determined type of fluctuative noise) and estimate $P$ as $\hat{P} = N_{imp}/IJ$ where $N_{imp}$ defines the number of detected impulses;

2) apply some impulse detector that does not require a priori knowledge of noise type and statistical characteristics, determine $\hat{P} = N_{imp}/IJ$, remove impulses and then apply some method for blind evaluation of $\hat{\sigma}_n^2$ or $\hat{\sigma}_{\mu}^2$ that have been described in previous subsections;

3) use the methods based on maximum likelihood approach to joint estimation of $\hat{P}$ and $\hat{\sigma}_n^2$ or $\hat{\sigma}_{\mu}^2$ depending upon fluctuative noise type known in advance [USS 07, LUK 09].

A pre-requisite of approach 1) is that there exist methods [A.V 03, PON 05, DOL 01] able to perform impulse detection under conditions of a priori known type of fluctuative (additive or multiplicative) noise and a priori known or pre-estimated $\hat{\sigma}_n^2$ or $\hat{\sigma}_{\mu}^2$. The methods [A.V 03, PON 05, DOL 01] are based on “joint analysis” of several local activity indicators or a local histogram calculated for a given scanning window. Based on such analysis, a decision is undertaken concerning a scanning window central pixel whether or not it is corrupted by an impulse or it relates to another class (edge, small sized detail, etc.).

However, there are two problems with these techniques. First, all these methods have been successfully tested for Gaussian additive or multiplicative noise and for rather small values of $P$, about 0.01 ... 0.02, slightly larger $P$ have been analyzed only in [DOL 01]. Second, in case of impulse noise with $P > 0.02 ... 0.03$ it becomes problematic to apply blind methods for evaluation of $\hat{\sigma}_n^2$ or $\hat{\sigma}_{\mu}^2$ described in subsections 10.3.1 and 10.3.2 [LUK 05c].

The reason is the following. The presence of even one pixel corrupted by an impulse in a block $G_k$ for which local estimate is formed according to conventional algorithm $\hat{\sigma}_{n_{loc}}^2 = \sum_{i,j \in G_k} (I_{ij} - \bar{I}_{loc})^2 / (|G_k| - 1)$ can lead to considerable increase of this estimate in comparison to the case when impulse is absent. The probability that at least one impulse is present in a block depends upon $P$ and block size $|G_k|$. If at least one impulse is present, a local estimate obtained in image homogeneous region block occurs to be abnormal. Thus, for $|G_k| = 25$ or 49 even $P$ about 0.02 ... 0.03 becomes crucial in the sense that $p$ in the model (10.6) becomes small. Note that a local mean estimate in a block is also influenced by impulse noise. There is one way out – to apply robust estimates of local variance in all blocks [LUK 05c]. For Gaussian noise

...
such robust estimate can be obtained as:

\[
\hat{\sigma}_{\text{rob}}^2 = (1.483 \text{med}_{G_k}|\{I_{ij} \in G_k - \text{med}_{G_k}\}|)^2,
\]

(10.10)

where \(\text{med}_{G_k}\) denotes a median for this block. Such algorithm provides good, almost unbiased local estimates even if \(P = 0.1\) [LUK 05c]. But the estimate (10.10) can be used only for Gaussian fluctuative noise. If fluctuative noise is non-Gaussian, other scale estimators should be applied [SUO 95] and this is possible only if fluctuative noise PDF is a priori known.

The approach 2) implies using impulse detectors that do not require a priori knowledge of fluctuative noise type and statistical characteristics. Currently there are quite many such impulse detectors. Probably, the oldest and most well-known was proposed by Abreu et al. [ABR 96]. There are also many other ones [LEE 02, ZHA 00, ENG 01], see also references in [CHA 04, LUK 05c, ENG 01]. Although many methods of impulse noise detection exist, we are not ready to give a strict recommendation what is the best detector for the considered approach 2).

It is worth noting that there are impulse detectors that are not suited for solving the task of impulse noise parameter determination. This follows from considering a dependence of \(N_{imp}\) on detector parameters. Really, one has

\[
\langle N_{imp} \rangle = \sum_{i,j} (P_{imp}^{i,j} + (1 - P)P_{fa}^{i,j}) = IJ\left[\frac{1}{IJ}\sum_{i,j} P_{imp}^{i,j} + \left(1 - \frac{P}{I}\right)\sum_{i,j} P_{fa}^{i,j}\right] = IJ\left[P_{imp}^{i,j} + (1 - P)P_{fa}^{i,j}\right],
\]

where \(P_{imp}^{i,j}\) and \(P_{fa}^{i,j}\) denote probabilities of correct detection of impulse in a pixel \((i, j)\) and false alarm probability, respectively, \(P_{imp}^{i,j}\) and \(P_{fa}^{i,j}\) are the corresponding probabilities averaged over entire image. Then an estimate \(\hat{P}\) should be obtained as:

\[
\hat{P} = \frac{N_{imp}/(IJ) - \overline{P}_{fa}}{\overline{P}_{imp} - \overline{P}_{fa}}
\]

(10.11)

If one does not know \(\overline{P}_{imp}^{i,j}\) and \(\overline{P}_{fa}^{i,j}\), the estimate \(\hat{P} = N_{imp}/(IJ)\) might occur considerably biased. Probabilities \(P_{imp}^{i,j}\) and \(P_{fa}^{i,j}\) depend upon detector parameters (most often thresholds) and for a preset threshold depend upon an image at hand. Most existing impulse detectors are empirical. Although many of them are quite efficient, it is difficult to derive dependence of \(P_{imp}^{i,j}\) and \(P_{fa}^{i,j}\) on a threshold or several thresholds for them.

To remove detected impulses, there are quite many algorithms, see, e.g., [LUK 05c, ABR 96, LEE 02, ZHA 00, ENG 01, CHE 00b]. Most of them are based on applying some robust estimators to data sample formed from pixel values in a neighborhood of a detected impulse.

An advantage of both approaches 1) and 2) is that the corresponding algorithms can perform rather quickly. Although the algorithm (10.10) differs from conventional one, it is fast as well. Computational effectiveness of algorithms for processing local estimates has been considered above and many of them can be implemented and realized easily.
Consider now the approach 3) more in detail. For simplicity, consider the case of mixed additive and impulse noise. The method generalization to multiplicative+impulse noise case is straightforward.

A peculiarity of the approach [USS 07, LUK 09] is that it has been developed for processing images corrupted by mixed noise with a priori unknown parameters. This approach is based on statistical theory of parameter estimation where image filtering problem as well as image and noise parameters estimation problems are solved simultaneously. One more peculiarity of this approach is that 2-D fractal Brownian motion (fBM) models are used for modeling real-life images. An image is divided into fragments and a likelihood function (LF) is obtained for each fragment. Then a joint LF is considered for all fragments and it is optimized simultaneously for fBM field parameters and noise variance.

If impulse noise is present, the core of the method is an iterative procedure of impulse noise detection and estimation of additive noise variance using pixels that are considered "uncorrupted" by impulses.

For detecting the pixels corrupted by impulses, a novel detector has been designed that allows setting a threshold that provides a preset false alarm probability ($P_{fa} = \text{const}$). It also allows estimating $P_{imp_{i,j}}$. Then, knowing $P_{fa_{i,j}}$ and $P_{imp_{i,j}}$, we can obtain $T_{fa}$ and $T_{imp}$, and use (10.11) for estimating $P$.

Consider the algorithm more in detail. Suppose now that the true image is corrupted by additive and impulse noise

$$I_{ni,j} = I_{tr_{i,j}} + n_{i,j}$$

$$I_{i,j} = I_{ni,j}(1 - b_{imp_{i,j}}) + A_{i,j}b_{imp_{i,j}}$$

$$\langle n_{i,j} \rangle = 0, \langle n_{i,j}n_{i_1,j_1} \rangle = \sigma_n^2 R_n(i, j, i_1, j_1)$$

where $n_{i,j}$ is a normally distributed ergodic random field with zero mean, a variance $\sigma_n^2$ and correlation matrix $R_n$, $I_{ni,j}$ denotes here the image corrupted by additive noise, $I_{i,j}$ is the image corrupted by mixed additive and impulse noise, $b_{imp}$ is a binary matrix that characterizes corrupted pixels position ($b_{imp_{i,j}} = 1$ if an $i,j$-th pixel is corrupted, $b_{imp_{i,j}} = 0$ otherwise), $A_{i,j}$ is an impulse noise value at position with coordinates $(i, j)$ (if impulse is present).

By definition [FAL 03], fBm-field is a Gaussian process $W_{t,s}^H$ (original coordinates at the point $(0, 0) - W_{0,0}^H = 0, H \in [0, 1]$) with correlation function:

$$\langle W_{t_1,s_1}^H W_{t_2,s_2}^H \rangle = \frac{\sigma_x^2}{2} \left[ \sqrt{l^2 + s^2}^{2H} + \sqrt{l_1^2 + s_1^2}^{2H} - \sqrt{(l - l_1)^2 + (s - s_1)^2}\right]$$

where $\langle . \rangle$ denotes ensemble expectation, $\sigma_x^2$ is a variance of increment of fBm process on unit distance, $H$ is a Hurst coefficient.
To take into account image heterogeneous structure, let parameters of fBm-field depend on spatial coordinates ($H = H(t, s), \sigma_s = \sigma_s(t, s)$). But within a small image fragment it is possible to treat them as constant values.

To describe impulse noise, we need to specify some model for $b_{ij}^{imp}$ and $A_{ij}$. One particular and most typical case is a spatially uncorrelated impulse noise that has been often considered in literature [MEL 00]. For such a noise we have

$$P(b_{ij}^{imp} = 1) = P, P(b_{ij}^{imp} = 0) = 1 - P$$

(10.16)

Impulse noise values $A_{ij}$ are also spatially uncorrelated random values with PDF $f(A_{ij})$. Uniform distribution in the range $[a, b]$ can be a convenient choice for $f(A_{ij})$.

Below we consider the problem of simultaneous (joint) estimation of the true image pixels value $I_{ij}^{tr}$, fBm-field parameters and noise parameters $\sigma_n^2$ and $P$, based on the observed field $\{I_{ij}\}$ and taking into account aforementioned assumptions on statistical properties of noise-free image and noise.

The introduced fBm-model describes an image only locally. Thus, an image is processed in a $N \times N$ scanning window (SW) fashion.

It is proposed to divide the estimation algorithm into two stages: detection and estimation stages, respectively [LUK 09]. At detection stage all pixels are marked either as corrupted by impulse noise or as "uncorrupted" (but corrupted by additive noise). Uncorrupted pixels are then used to estimate fBm-field and noise variance (estimation stage).

Since detection should be based on estimated parameters and estimation should be based on "uncorrupted" pixels (for which $\hat{b}_{ij}^{imp} = 0$), then detection and estimation stages are to be repeated in iterative manner. At the initialization stage, preliminary impulse noise detection is performed. To do this, we have chosen a simple yet rather effective SD-ROM algorithm [ABR 96]. As a result, a primary estimate $\hat{b}_{ij}^{imp}$ of the matrix $b_{ij}^{imp}$ is obtained.

Initial value of the variance estimate has to be set at initialization stage. If some a priori information is available it should be taken into account. Then, the algorithm proposed in [LUK 09] solve the four tasks, described now. At the first stage, fBm-fields parameters are estimated based on "uncorrupted" pixels. Then, at the second stage, noisy image filtering is carried out. Here the corrupted pixels values are predicted based on "uncorrupted" pixels in local neighborhood (SW) of a current pixel. The estimated parameters of the true image are used at the third stage to improve impulse noise detection result. At the last (fourth) stage, mixed noise parameters ($\hat{\sigma}_n^2, P$) are estimated. These operations are repeated until convergence condition is satisfied. This condition means that impulse noise detection results at previous and current iterations are identical. Convergence of this algorithm depends on impulse noise properties and can be verified in experiment. For uncorrelated impulse noise, experiments have confirmed algorithm convergence [LUK 09].

The proposed algorithm advantages are very accurate estimation of fluctuative noise variance and probability of impulse noise even if $P = 0.15$ [USS 07, LUK 09]. In particular, the accuracy of estimation of fluctuative noise variance is better than for other
blind methods described in subsections 10.3.1 and 10.3.2. Estimation of $P$ is carried out with high accuracy - bias absolute value does not exceed 0.20%. The method allows not only estimating noise variance $\hat{\sigma}^2_{n}$ and probability $P$, but also to evaluate variances of these estimates for a given noisy image. Besides, as the result of image processing it is denoised and its fractal parameters are estimated. However, the method realization requires extensive computations because of the algorithm complexity and necessity to perform several iterations. This is the basic drawback of the maximum likelihood based approach that restricts its practical application especially for multi-channel images. One way out is to carry component-wise processing in parallel.

One more type of mixed noise mentioned at the beginning of this subsection is mixed multiplicative and additive noise. Presence of both components, in particular, in radar images has been recently indicated by tests with noise type identification system [LUK 08b] and it also stems from theoretical and practical research carried out for multi polarization radar images [LOP 07]. Although multiplicative noise is dominant, there are practical situations when it is not worth neglecting the presence of additive noise [LUK 08b]. Then, both estimates $\hat{\sigma}^2_{n}$ and $\hat{\sigma}^2_{\mu}$ are to be obtained.

**SLAR Real-life Example** The preliminary estimates of noise variances for Ka-band SLAR image presented in Fig.10.2a were the following. The multiplicative noise relative variance $\hat{\sigma}^2_{\mu}$ was of the order $0.004 \ldots 0.005$ and additive noise variance $\hat{\sigma}^2_{n}$ was about $10 \ldots 16$. Suppose these estimates are accurate enough. Then it means that if an image homogeneous region mean $\bar{I}$ is about 20, additive noise variance is larger than fluctuation variance induced by multiplicative component $\hat{\sigma}^2_{\mu}(\bar{I})^2 \approx 2$. Therefore, for such image homogeneous regions, additive noise influence occurs to be dominant. If an image homogeneous region has a mean intensity larger than $50 \ldots 60$, multiplicative noise becomes prevailing. Recall that in practice radar images in 8-bit representation can contain quite many homogeneous regions with $\bar{I}$ less than 50; in particular, they can correspond to water surface and bare soils with large moisture content.

In order to study the problem more in detail, the Ka-band SLAR image in Fig.10.2a has been classified using the procedure [KLA 05]. The obtained classification map with eight clusters is presented in Fig.10.2b. This classification map has been processed (see details in subsection 10.3.1) in order to get the map of image homogeneous regions. This map is represented in Fig.10.2c. Gray color pixels correspond to homogeneous regions, white color pixels relate to edges and details whilst black ones mainly correspond to texture. Using this map, a scatter-plot of local estimates of variance has been obtained.

To provide better accuracy of the local estimates we recommend to use overlapping blocks with side size $m = 7$. For convenience, this scatter-plot (Fig.10.3) is presented in such a manner that abscises axis corresponds to $\bar{I}^2_{loc}$ since the supposed dependence of local variance on the local mean is $\sigma^2_{loc} = \sigma^2_{n} + \sigma^2_{\mu}\bar{I}^2_{loc}$. Thus, if a curve
\[ \sigma_{loc}^2 = a + bx \] is fitted to data, its parameters \( a \) and \( b \) directly correspond to the estimates \( \hat{\sigma}_n^2 \) and \( \hat{\sigma}_\mu^2 \), and \( x = T_{loc}^2 \).

Fig.10.3 shows that again there are normal and abnormal local estimates. The normal local estimates are grouped in clusters. Abnormal estimates are considerably larger than normal ones for the same local mean. They are mainly observed for \( T_{loc}^2 \) of about 1000 . . . 2500.

For estimating the parameters of mixed noise the technique [LUK 08a] is to be advanced in order to obtain partial estimates \( \hat{\sigma}_{cl}^2 \) for classified clusters. Recall that after image classification [KLA 05], the cluster number and centers are detected and denoted $N_{cl}$ and $C_{cl_m}$, $m = 1, \ldots, N_{cl}$. As can be seen in Fig.10.3, some neighbor clusters can be easily separated (with large $C_{cl_m}^i C_{cl_{m+1}}^i$ for the considered case) or partly overlap (with rather small $C_{cl_m}^i C_{cl_{m+1}}^i$). Let us assume that a $k$-th block is referred to an $m$-th cluster if the corresponding central pixel of the block is referred to an $m$-th cluster (level) in the classified image. Thus, we obtain subsets of blocks for...
each cluster. Then, the method [LUK08a] is applied to each subset of local variances with obtaining \( \hat{\sigma}^2_{cl_m}, m = 1, \ldots, N_{cl} \). Similar procedure is applied to the block means for each subset with obtaining the cluster center coordinate \( \hat{I}^{2}_{cl_m}, m = 1, \ldots, N_{cl} \).

Having a set of pairs \((\hat{\sigma}^2_{cl_m}, \hat{I}^{2}_{cl_m})\) it is then possible to fit a curve (straight line, see Fig.10.3) and to obtain the estimates \( \hat{\sigma}^2_n \) and \( \hat{\sigma}^2_\mu \). If all estimates \( \hat{\sigma}^2_{cl_m} \) (points) are characterized by equal accuracy and they have been obtained for equidistant arguments \( \hat{I}^{2}_{cl_m} \), the fitting of a straight line, using LMSE criterion performs, in general, well. But both conditions do not hold for the considered case. Estimates obtained for different clusters are, most probably, characterized by different accuracy, and cluster center arguments are usually not placed equidistantly.

The considered mixed multiplicative and additive noise can be viewed as a particular case of signal dependent noise when dependence of local variance on local mean is expressed as a simple sum of two terms, a constant and a linearly increasing ones. Other models of signal-dependent noise are met in practice. One of them is Poisson like noise \( \sigma^2_{loc} = K_p I_{loc} \) where \( K_p \) is a proportionality factor or a slightly more complicated model \( \sigma^2_{loc} = \sigma^2_n + K_p I_{loc} \). Both are typical for situations when an image is formed using photon counting sensors [PAL07]. A successful attempt of designing an automatic approach to estimation of parameters of these models is described in [FOI07].

10.3.4. Estimation of variance of spatially correlated noise

The problems dealing with possible but a priori unknown spatial correlation of noise first arise at the stage of noise variance estimation. Even for the simplest case of pure additive noise for which many methods have been designed (see subsection 10.3.1) these problems are serious for both the methods operating in spectral or spatial domain, especially for the former ones. We have already mentioned this, but would like to give here more detailed results. Note that imaging systems are commonly designed in such a manner that no more than 2...3 neighbor pixel values are essentially correlated and there are no far correlations.

Recall that the methods operating in spectral domain rely on certain statistics of spectral coefficient amplitudes that are supposed to have a PDF close to Gaussian for image homogeneous fragments or for high frequency part of spectral coefficients [SEN02]. This assumption occurs to be not valid anymore if noise is not i.i.d. Due to this, blind estimates of noise variance are characterized by essential bias and this bias is negative in opposite to most practical cases of i.i.d. noise [LUK08a].

However, we would like to stress that possible spatial correlation of noise influences accuracy of spatial domain methods as well. It results in larger aggregate and relative errors [LUK08a]. The reason is many of these methods rely on the model of local estimates (10.6) and this model occurs to be not adequate in the
case of spatially correlated noise. Recall that these methods are based on finding a coordinate of distribution maximum. But this coordinate occurs to be shifted with respect to the true value of noise variance $\sigma^2_n$ if noise is spatially correlated and block size is too small. Fortunately, for spatial domain methods there exists a rather simple solution to apply a larger block size in order to make this shift smaller. Commonly the selection of the block size equal to $7 \times 7$ or $9 \times 9$ pixels instead of using $5 \times 5$ block size appropriate for i.i.d. noise solves the problem in the sense that the bias of the final estimate becomes appropriate, within required limits. More details concerning simulation results can be found in [LUK 08a]. If noise is not pure additive (e.g., multiplicative or mixed multiplicative and additive), the recommendation is the same – to apply $7 \times 7$ or $9 \times 9$ blocks for obtaining initial set of local estimates. This allows providing appropriate accuracy for i.i.d. and spatially correlated noise.

Consider now the improved inter-quantile method combined with pre-segmentation and discrimination map obtaining procedures more in detail. The pre-classified image of Fig.10.4a is shown in Fig.10.4b. The obtained discrimination maps for the $7 \times 7$ scanning windows are presented in Fig.10.4c. Pixels that belong to the detected homogeneous regions are shown by gray. As seen from joint analysis of images in Fig.10.4, this two-stage procedure of image processing (classification+discrimination) identifies quasi-homogeneous areas quite well. The discrimination map $D_{M_{ij}}$ is then used for obtaining the local estimates \( \hat{\sigma}^2_{\text{lock}}, k = 1, \ldots, K_{\text{res}} \) \( \text{trim} \) calculated for only such blocks positions for which $D_{M_{ij}} = 128$, where $K_{\text{res}}$ denotes the sample size after trimming.
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**Figure 10.4.** a) A real life optical image b) Segmentation map and c) discrimination maps for the scanning windows $7 \times 7$

The algorithm of processing the obtained estimates \( \{\hat{\sigma}^2_{\text{lock}}, k = 1, \ldots, K_{\text{res}}\}_{\text{trim}} \) is the following:

1) make up sorting the estimates \( \{\hat{\sigma}^2_{\text{lock}}, k = 1, \ldots, K_{\text{res}}\}_{\text{trim}} \) in ascending order with obtaining $X^{(t)}, t = 1, \ldots, K_{\text{res}}$, where $X^{(t)}$ denotes the $t$-th order statistic;
Figure 10.5. The histogram (a) of the estimates \( \{ \hat{\sigma}_k^2, k = 1, \ldots, K_{res} \} \) and (b) preliminary curve \( X(t+s) - X(t) \) via \( X(t+s/2) \) and its approximation (thick solid line). (c) final curve \( X(t+sq_{opt}) - X(t) \) via \( X(t+sq_{opt}/2) \) and its approximation (thick solid lines).

2) calculate \( X(t+s) - X(t) \), \( t = 1, \ldots, K_{res} - s \), for \( s = [0.1K_{res}]_2 \) and find such \( t_{est}^{\text{ini}} \) for which \( X(t+s) - X(t) \) is the smallest;

3) approximate the curve \( Y(t) = X(t+s) - X(t) \) by a second order polynomial in the interval \( t \in [0.1(t_{est}^{\text{ini}} + s/2), 1.9(t_{est}^{\text{ini}} + s/2)] \) and find its minimum \( t_{est}^{\text{ini}} \) analytically; calculate \( t_{est}^{\text{ini}} = t_{est}^{\text{ini}} - s/2 \);

4) calculate quasi-optimal parameter \( sq_{opt} = [1.835t_{est}^{\text{ini}} + 0.079K_{res}]_2 \); if \( sq_{opt} > K_{res} - 1 \), then \( sq_{opt} = [K_{res} - 1]_2 \); if \( sq_{opt} < 0.1K_{res} \), then \( sq_{opt} = [0.1K_{res}]_2 \);

5) repeat one time the steps 2 and 3 but for \( s = sq_{opt} \), determine the initial minimum index \( t_{est}^{\text{ini}} \) and the fitted polynomial minimum index \( t_{est}^{\text{ini}} \), calculate \( t_{est}^{\text{ini}} = t_{est}^{\text{ini}} - sq_{opt}/2 \);

6) obtain the final estimate \( \hat{\sigma}_{fin}^2 \) as \( X(t_{est}^{\text{ini}} + sq_{opt}/2) \).
This algorithm, in fact, obtains the preliminary estimate \( \hat{\sigma}^2_{\text{prel}} = X_{\text{est}}^t + s/2 \) at step 3. Then it determines the quasi-optimal parameter \( s^{\text{opt}} \) that depends upon \( p \) in the model (10.6), and, finally, provides the final estimate after executing the steps 5 and 6. To illustrate the algorithm operation, Fig.10.5a shows the histogram of the local estimates for the \( 7 \times 7 \) window. The curve \( X^{(t+s)} - X^{(t)} \) as the function of \( X^{t+s/2} \) and the result of its approximation (thick solid line) for the first stage of estimation are represented in Fig.10.5b. Respectively, Fig.10.5c shows the analogous curve \( X^{(t+s^{\text{opt}})} - X^{(t)} \) as the function of \( X^{t+s^{\text{opt}}/2} \) and the result of its second order polynomial approximation (thick solid line) for the second stage of estimation. These graphs are based on data obtained for the optical image in Fig.10.4. The left and right bounds of approximations are shown.

The preliminary estimate is equal to 10.00 and the final one is 10.01. Note that the preliminary estimate as well as the final estimate correspond well to the mode of histogram of the local estimates (see Fig.10.5a). For the \( 5 \times 5 \) block size the obtained \( \hat{\sigma}^2_{\text{prel}} = 8.89 \), \( \hat{\sigma}^2_{\text{fin}} = 9.11 \), i.e., they are slightly smaller due to spatial correlation of noise. Final estimates conform well to the results obtained by analysis of data in the manually selected homogeneous regions (see marked regions in Fig.10.4a). Local variance estimates in these regions were the following: 10.62; 10.41; 10.82; 11.78; 11.45; 11.07; 10.01.

10.4. Conclusion and future directions

Considering the analysis of blind techniques of noise characteristic estimation, carried out in this chapter, we can conclude that there are many methods for blind evaluation of variance for pure additive and multiplicative noise; good results for these types of noise are provided by spatial domain methods, i.e. [LUK 08a], whenever hypotheses on noise model are satisfied.

Other, more complex models of noise, e.g., mixed noise, are less intensively studied and there are few initial solutions for them. The case of signal-dependent noise needs more attention because of practical importance.

Additional studies concerning application of the obtained noise identification decisions and statistical characteristic estimates to further image processing (edge detection, filtering, compression, etc.) are worth carrying out. Thus, there is a large space for future work in the field of blind estimation of noise characteristics in image.
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11.1. Introduction

The mathematical morphology (MM) theory, founded by G. Matheron [MAT 75] and J. Serra [SER 82], is a powerful image analysis framework, nowadays fully developed for both binary and grey-level images. Its popularity in the image processing community is mainly due to its rigorous mathematical foundation as well as its inherent ability to exploit the spatial relationships of pixels. The morphological framework provides a rich set of tools able to perform from the simplest to the most demanding tasks: noise reduction, edge detection, segmentation, texture and shape analysis, etc. As a methodology, it has been applied to almost all application areas dealing with digital image processing [SOI 03]. Consequently, it was only a matter of time before attempting to extend the same concepts to colour and more generally to multivalued images, i.e. images with more than one channels.

Unfortunately, this extension is not straightforward. Specifically, the morphological framework is based on complete lattices [HEI 94], thus in order to accommodate multivalued images, a way of calculating the extrema of vector data is essential. Yet unlike scalars, there is no unambiguous way of ordering vectors. Even if most of the known vector ordering schemes have already been employed for defining multivariate morphological operators, none of them has yet been widely accepted.
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The lexicographical ordering is certainly the most commonly adopted choice due to its positive theoretical properties, totality and anti-symmetry, in combination with its inherent capacity for flexible ordering configurations. However this ordering comes with a severe drawback which is the level of priority attributed to the first vector dimension during lexicographical comparison, hinders highly the effective exploitation of the subsequent image channels.

The existence of balanced lexicographical orderings provides new ways to build theoretically sound and practically relevant multivariate morphological operators. Such operators can then be involved in any multivariate image processing task, e.g. filtering, segmentation, classification, etc.

Chapter organisation

This chapter initially provides an overview of the theoretical background of multivariate morphology and of the main available colour spaces (Sec. 11.2), and then continues to elaborate on the existing approaches used for extending the fundamental operators of MM to multivariate data (Sec. 11.3); and that is why cases limited only to specific operators have been omitted (e.g. colour image segmentation). As one of our primary purposes is to present the state-of-the-art in colour morphology, we focus particularly on cases developed with colour images in mind. Nevertheless, the scope of the survey is not limited to colour specific vector ordering approaches, since theoretically an ordering is independent from the represented context (e.g. a colour, a multispectral pixel value, etc). That is why morphological solutions that have been developed for non-colour data, but can however be trivially applied to this case, are also included. Due to their rich diversity and overwhelming number they are examined according to their methodology of ordering their multivalued input.

Moreover, we then further deal with the problematic aspect of lexicographical ordering (Sec. 11.4), for which we will review in larger detail the existing solutions as well as their practical limits. In particular, new ways of modifying lexicographical ordering for increased symmetry among its components will be presented, including an approach leading to pseudo-morphological operators.

Finally we proceed to an application oriented comparative study of the major approaches (Sec. 11.5). We conduct tests in colour image analysis and more precisely with the aim of texture classification. The goal here is to both compare the performance of different vector ordering schemes as basis for morphological operators, and assert their theoretical properties with the help of experimental results.
11.2. Extension of mathematical morphology to multivariate data

In this section, we recall briefly the theoretical concepts behind the extension of morphological operators to multivariate images. For an in-depth study of the theory behind multivariate mathematical morphology the reader can refer to Refs. [GOU 95, SER 93]. A brief introduction to main colour spaces is also given.

11.2.1. Orderings and lattices

As the concept of order plays a central role in this field, we start by recalling the relative definitions. A binary relation $\mathcal{R}$ on a set $\mathcal{S}$ is called:

- reflexive if $x \mathcal{R} x$, $\forall x \in \mathcal{S}$
- anti-symmetric if $x \mathcal{R} y$ and $y \mathcal{R} x \Rightarrow x = y$, $\forall x, y \in \mathcal{S}$
- transitive if $x \mathcal{R} y$ and $y \mathcal{R} w \Rightarrow x \mathcal{R} w$, $\forall x, y, w \in \mathcal{S}$
- total if $x \mathcal{R} y$ or $y \mathcal{R} x$, $\forall x, y \in \mathcal{S}$

A binary relation $\leq$ that is reflexive and transitive is called a pre-ordering (or quasi-ordering); if the anti-symmetry constraint is also met, it becomes an ordering. If additionally the totality statement holds for $\leq$, it is denoted as total, if not partial.

The complete lattice theory is widely accepted as the appropriate algebraic basis for mathematical morphology [RON 91]. Besides unifying the approaches previously employed in binary and grey-level morphology, it also makes it possible to generalise the fundamental concepts of morphological operators to a wider variety of image types and situations.

Specifically, a complete lattice $\mathcal{L}$ is a non empty set equipped with a partial ordering $\leq$, such that every non-empty subset $\mathcal{P}$ of $\mathcal{L}$ has a greatest lower bound $\bigwedge \mathcal{P}$, called infimum, and a least upper bound $\bigvee \mathcal{P}$, called supremum. In this context, images are modelled by functions mapping their domain space $\mathcal{E}$, an arbitrary non empty set that is an abelian group with respect to $+$, into a complete lattice $\mathcal{T}$ (with $\top$ and $\bot$ respectively its greatest and least elements), defining the set of possible “grey values”. Moreover, if $\mathcal{F}$ represents the set of functions $f : \mathcal{E} \rightarrow \mathcal{T}$, then for the partial ordering:

$$f, g : \mathcal{E} \rightarrow \mathcal{T}, \quad f \leq g \iff \forall x \in \mathcal{E}, \quad f(x) \leq g(x) \quad (11.1)$$

$\mathcal{F}$ also forms a complete lattice, where “$f(x) \leq g(x)$” refers to the partial ordering in $\mathcal{T}$. In other words a complete lattice structure is imposed on the pixel intensity range. Usually $\mathcal{E}$ (the space of pixels) is taken to be either $\mathbb{R}^d$ (d-dimensional Euclidean space) or $\mathbb{Z}^d$ (d-dimensional discrete space), hence $\mathcal{F}$ corresponds respectively to the set of continuous or discrete images. Likewise various choices are available for $\mathcal{T}$, such as $\mathcal{T} = \mathbb{R}^n$ ($\mathbb{R} = \mathbb{R} \cup \{+\infty, -\infty\}$) and $\mathcal{T} = \mathbb{Z}^n$. The case of $n > 1$
corresponds to the so-called multivalued images [GOU 00], while \( n = 3 \) includes specifically colour images. Namely, in the case of a multivalued image with \( n \) components, \( T = T_1 \times \ldots \times T_n \) is considered as the cartesian product of \( n \) complete lattices, and each mapping \( f_i : \mathcal{E} \rightarrow T_i, \ i \in \{1, \ldots, n\} \) is called a channel or band of the multivalued image.

Within this model, morphological operators are represented by mappings between complete lattices (i.e. the input and output images) with some additional properties such as increasingness and translation invariance. They are employed in combination with matching patterns, called structuring elements (SE), that are usually subsets of \( \mathcal{E} \) (i.e. flat SE). Particularly, erosion and dilation constitute the fundamental blocks of MM, from the combinations of which several sophisticated operators can be derived. More precisely, given two complete lattices \( \mathcal{L} \) and \( \mathcal{M} \), from an algebraic point of view, an operator \( \varepsilon : \mathcal{L} \rightarrow \mathcal{M} \) is called an erosion, if it is distributive over infima, i.e. \( \varepsilon(\bigwedge_i P_i) = \bigwedge_i \varepsilon(P_i) \) for every collection \( \{P_i\} \) of elements of \( \mathcal{L} \). Similarly, \( \delta : \mathcal{L} \rightarrow \mathcal{M} \) is called a dilation, if it is distributive over suprema, i.e. \( \delta(\bigvee_i P_i) = \bigvee_i \delta(P_i) \) for every collection \( \{P_i\} \) of elements of \( \mathcal{L} \). As suggested in Ref. [SER 82], dilation and erosion basically rely on three concepts: a ranking scheme, the extrema derived from this ranking and finally the possibility of admitting an infinity of operands. Yet, the first two are missing from multivalued images.

For example, if we apply the preceding notions to the case of continuous multidimensional grey-level images \( f : \mathbb{R}^d \rightarrow \mathbb{R} \), it suffices to replace the partial ordering \( \leq \) of \( T \) with the usual comparison operator in \( \mathbb{R} \), in order to induce a complete lattice structure on \( T \) and subsequently on \( \mathcal{F} \) by means of Eq. (11.1), which will make the computation of extrema possible during erosion and dilation. Likewise, the inclusion operator “\( \subseteq \)" can be used with binary images \( f : \mathbb{R}^d \rightarrow \{0, 1\} \). However, if we now consider multivalued images \( f : \mathbb{R}^d \rightarrow \mathbb{R}^n, \ n > 1 \), it becomes problematic to find an ordering relation for the vectors of \( \mathbb{R}^n \), due to the fact that there is no universal method for ordering multivariate data.

In order to remedy this inconvenience, Goutsias et al. [GOU 95] proposed to employ an adequate surjective mapping \( h \) to transform the image data into a more “suitable” space for morphological operators. More precisely, the idea of using a surjective mapping \( h : T \rightarrow \mathcal{L} \), where \( T \) is a non empty set and \( \mathcal{L} \) a complete lattice, constitutes the theoretical support upon which several of the present multivariate morphological frameworks are based. Specifically, its importance lies in the fact that \( T \) is no longer required to be a complete lattice, since the ordering of \( \mathcal{L} \) can be induced upon \( T \) by means of \( h \):

\[
\forall t, t' \in T, \ t \leq_h t' \Leftrightarrow h(t) \leq h(t')
\]  

(11.2)

hence making it possible to construct \( h \)-morphological operators on \( T \). Consequently, one can deal with multivalued images, \( f : \mathcal{E} \rightarrow \mathbb{R}^n \), through the use of a well chosen mapping \( h : \mathbb{R}^n \rightarrow \mathcal{L} \), where \( \mathcal{L} \) is a new, more suitable space for lattice based operations [GOU 00, GOU 95].
Besides, given an adequate vector ranking scheme, the vector erosion ($\varepsilon_b$) and dilation ($\delta_b$) of a multivalued image $f$ by a flat SE $b$, can be expressed immediately by means of the vector extrema operators $\sup_v$ and $\inf_v$ based on the given ordering:

\[
\varepsilon_b(f)(x) = \inf_{s \in b} \{ f(x + s) \}
\]

\[
\delta_b(f)(x) = \sup_{s \in b} \{ f(x - s) \}
\]

Therefore, the main obstacle preventing the extension of morphological operators to multivalued images, consists in defining an ordering relation that will induce a complete lattice structure on the set of vector pixel intensities.

### 11.2.2. Colour spaces

A rich number of colour specification and visualisation methods, or *colour spaces* are nowadays available. While some were designed and developed with a certain family of applications in mind, others were conceived as general purpose colour representations. Each color space has its own set of desirable properties as well as drawbacks for purposes of colour image processing and computer vision. Our goal is not to give here a complete overview of the principal colour spaces, but to focus on those which will be discussed and used throughout this chapter.

**Red, Green, Blue**

(RGB) is by far the most widely used colour space in imaging environments. It can be found in televisions, computer monitors and digital cameras among others. Theoretically, it is based on the concept of trichromaticity and on the reference colour-matching functions defined by CIE, therefore it represents colours as combinations of the three primaries. Specifically, it is considered as an *additive* colour model. In additive colour reproduction, the mixing of primary colours with the purpose of obtaining secondary ones, is realised on the basis of light emission, conversely to subtractive models where light reflection is taken as reference. Consequently, combining for instance red and green leads to yellow ($R = \text{max}, G = \text{max}, B = 0$), whereas red and blue gives magenta ($R = \text{max}, G = 0, B = \text{max}$). Black is considered as the absence of light, hence no primary colour is necessary for its production ($R = G = B = 0$). White on the other hand is equivalent to the presence of all primary colours in maximal amounts ($R = G = B = \text{max}$). Despite its widespread use however, RGB suffers from multiple inconveniences. First, with the exception of the eight cube corners, it is intuitively difficult to specify arbitrary colours by means of the RGB cube. Furthermore, the distances between points residing inside the cube are not proportional to their perceptual differences; in other words, RGB is perceptually non-uniform. Additionally, the exact
values of the R, G and B components of a given colour depend on the spectral sensitivity functions of the acquisition device under consideration, hence rendering this space device-dependent. And finally, the three components of RGB are highly correlated, specifically, $\rho_{BR} = 0.78$, $\rho_{RG} = 0.98$ and $\rho_{GB} = 0.94$. Due to these drawbacks, RGB has been considered in general as an unsuitable colour space for digital image processing.

**Perceptually uniform colour spaces**

Perceptual uniformity, the property which for a change of colour value induces a perceptually proportional change, has been a long desired property of colour spaces. As this invaluable property for computing colour differences was not provided by the initial XYZ colour space, in 1976 CIE adopted both CIELAB (or $L^*a^*b^*$) and CIELUV (or $L^*u^*v^*$), when no consensus could be achieved over one or the other. Both of these spaces are considered almost perceptually uniform or linear (linear for small values), and derive from XYZ, so given an image produced by an acquisition device in RGB, it is necessary to be able to convert it into and from XYZ:

$$ \begin{bmatrix} X & Y & Z \end{bmatrix}^T = A \begin{bmatrix} R & G & B \end{bmatrix}^T \quad (11.5) $$

where the RGB values are normalised to $[0, 1]$, and the matrix $A$ used with this purpose depends on the reference white point corresponding to the illuminant under consideration. For instance, for the widely popular D65 or daylight illuminant, it becomes:

$$ A_{D65} = \begin{bmatrix} 0.412 & 0.358 & 0.180 \\ 0.212 & 0.716 & 0.072 \\ 0.019 & 0.119 & 0.950 \end{bmatrix} \quad (11.6) $$

As both $L^*a^*b^*$ and $L^*u^*v^*$ follow the same principles, we focus solely on $L^*a^*b^*$ where the $L^* \in [0, 100]$ component denoting lightness, $a^*$ the red-green and $b^*$ the yellow-blue opposition. Thus, $a^*$ and $b^*$ possess negative values when the colour they represent is close to respectively green and blue, and positive values when it is closer to respectively red and yellow. Given the XYZ triplet, the corresponding $L^*a^*b^*$ representation may be obtained as follows:

$$ L^* = 116 f \left( \frac{Y}{Y_n} \right) - 16 $$

$$ a^* = 500 \left[ f \left( \frac{X}{X_n} \right) - f \left( \frac{Y}{Y_n} \right) \right] $$

$$ b^* = 200 \left[ f \left( \frac{Y}{Y_n} \right) - f \left( \frac{Z}{Z_n} \right) \right] $$

$$ f(t) = \begin{cases} t^{1/3} & \text{if } t > 0.008856 \\ 7.787t + \frac{16}{116} & \text{otherwise} \end{cases} \quad (11.7) $$
where $X_n, Y_n, Z_n$ denote the XYZ triplet representing the white point ($R = G = B = 1$), which can be obtained from Eq. (11.6). Consequently, $L^*a^*b^*$ inherits the white point reference used in the preceding XYZ expression. The capacity to compute perceptual colour differences is considered to be one of the major advantages of $L^*a^*b^*$, that has been exploited in various colour image applications, requiring device-independence and/or perceptual uniformity. On the other hand, it has been also recently argued that even though perceptual uniformity is a highly desirable property for colour definition and description, its use in the context of image processing is limited, since images are not processed in terms of "perceived values" [SER 05]. Moreover, one cannot benefit from the property of device independence in cases where no a priori information is available on the acquisition conditions of the images under consideration. Additionally, the transformations to and from RGB become computationally complex with the intermediate role of XYZ, hence the practical interest of $L^*a^*b^*$ has been considerably limited in real-time applications.

**Phenomenal colour spaces**

Phenomenal or polar colour spaces are those that express colours in intuitive terms as far as human observers are concerned. Colour is here separated into the following notions:

- **hue**, which represents the dominant wavelength of a colour, described as "green", "blue" etc. It is an angular, modulo $2\pi$ value $H \in [0, 2\pi] = [0^\circ, 360^\circ]$, with $0^\circ$ corresponding to red.

- **saturation** ($S \in [0, 1]$), that describes the purity of a colour. A fully saturated colour appears vivid, whereas zero saturation transforms it into a shade of grey. Thus saturation can be also considered as the distance from the achromatic axis.

- **brightness, luminance or value** ($L$), that denotes the component describing the sensation associated with the amount of emitted light, or in other words the “amplitude” of the colour under consideration. Likewise to saturation, it is often normalised to $[0, 1]$.

Polar spaces in their majority are obtained through direct transformations from RGB, hence being perceptually non-uniform and device dependent. An additional disadvantage that further hinders their use with a purpose besides colour specification, is the angular nature of hue, which through modulo based operations leads to visual discontinuities. Moreover, the most widely used representatives of this category, HSV and HLS, suffer from major structural inconveniences [HAN 08] and for these reasons phenomenal spaces have long been viewed as unsuitable for colour image processing. Indeed, they lack the following properties: independence of saturation from brightness, existence of norms for the notions of brightness and saturation, invertibility of
the space back to RGB. Thus some recent original phenomenal spaces have been proposed, e.g. LSH [ANG 05] which is defined from RGB as:

\[ L_{LSH} = \frac{1}{3}(\max + \med + \min) \]

\[ S_{LSH} = \begin{cases} \frac{3}{2}(\max - L_{LSH}) & \text{if } L_{LSH} \geq \med \\ \frac{3}{2}(L_{LSH} - \min) & \text{if } L_{LSH} \leq \med \end{cases} \] (11.8)

\[ H_{LSH} = k \left[ \lambda + \frac{1}{2} - (-1)^\lambda \left( \frac{\max + \min - 2\med}{2S_{LSH}} \right) \right] \]

where max, med and min denote respectively the maximum, median and minimum value of the transformed RGB triplet. \(k\) is the angle unit (\(\pi/3\) for radians and 42 for 256 levels), whereas \(\lambda\) is set as 0 if \(r > g \geq b\), 1 if \(g \geq r > b\), 2 if \(g > b \geq r\), 3 if \(b \geq g > r\), 4 if \(b > r \geq g\), and 5 if \(r \geq b > g\).

Let us remark that the “optimal” colour space choice clearly depends on the needs of the application under consideration. In this chapter, we will not deal further with this issue and rather focus on the ways mathematical morphology can be applied on multivariate images. When dealing with colour images, we will mainly illustrate our proposals using the LSH space [ANG 05]. Nevertheless the proposed solutions for multivariate mathematical morphology are of course not limited to this colour space and can be used with any available data representation model.

### 11.3. Taxonomy of vector orderings

When applied to multivariate images, there are two general methods for morphological processing: marginal (or componentwise/scalar) and vector. While marginal processing consists in dealing separately with each channel of the image (thus ignoring completely the inter-channel correlation), vector processing considers all available channels globally and simultaneously but requires to adapt the existing algorithms in order to accommodate vector data. Thus a lot of effort has been put in engineering a way of ordering vectors, especially in the last few decades. We review in this section the main solutions proposed in the literature and discuss their pros and cons. For a more complete survey of this topic, the reader is referred to [APT 07].

Several taxonomies can be given for presenting vectorial orderings, the most famous one being introduced by Barnett [BAR 76] where four different groups are defined. Marginal orderings (M-orderings) correspond to univariate orderings realised on every component of the given vectors, where data is ordered along each one of its channels independently from others, hence also the name componentwise ordering. In conditional orderings (C-orderings), vectors are ordered by means of some of their marginal components, selected sequentially according to different conditions.
Whereas the components not participating in the comparison process are listed according to the position of their ranked counterparts. Hence, the ordering of the vectors is conditioned upon the particular marginal set of ranked components. Lexicographical ordering constitutes a widely known example of C-ordering employing potentially all the available components of the given vectors and will be discussed further in this chapter. Let us observe that C-orderings are most suitable for cases where one can establish a priority among the image channels. Partial orderings (P-orderings) consist of approaches that partition the given vectors into equivalence classes with respect to order, rank or extremeness. They are generally geometric in nature and account well for the inter-relations between components. Let us remark however that “partial” is an abuse of terminology (Sec. 11.2), because not only there are total pre-orderings belonging to this class, but algebraically partial orderings do not necessarily belong to this class either. That is why we will rather use the term P-ordering. Finally, reduced orderings (R-orderings) aim at first reduce vectors to scalar values and then rank vectors according to their natural scalar order. A further categorisation of R-orderings consists in classifying them as distance orderings and projection orderings. For instance, a R-ordering on \( \mathbb{R}^n \) could consist in defining first a transformation \( h : \mathbb{R}^n \rightarrow \mathbb{R} \), and then ordering the vectors of \( \mathbb{R}^n \) with respect to the scalar order of their projection on \( \mathbb{R} \) by \( h \). According to the chosen transformation it is possible to obtain a total pre-ordering (\( h \) non-injective) or even a total ordering (\( h \) injective) [CHA 98]. An additional advantage of R-orderings lies in the fact that with an adequately chosen \( h \), they can attribute equal priority to all components, unlike C-orderings.

In this section, we rather adopt the scheme employed by Chanussot [CHA 98] where vector orderings are classified according to their algebraic properties (antisymmetry, totality, etc) and distinguish between partial orderings, total pre-orderings and total orderings. This choice was made with the aim of underlining the effect that these basic properties have on the end result of processing. Additionally, the vectors of the ordering relations that are mentioned in the sequel, are considered in \( \mathbb{R}^3 \), unless otherwise specified.

11.3.1. Partial orderings

The so-called marginal processing strategy, despite being presented usually as an alternative to vector, is as a matter of fact no more than just its variant, as it employs the partial ordering defined as

\[
\forall \mathbf{v}, \mathbf{v}' \in \mathbb{R}^n, \mathbf{v} \leq \mathbf{v}' \iff \forall i \in \{1, \ldots, n\}, \; v_i \leq v'_i. \tag{11.9}\]

Obviously, there can be vectors that may not be comparable under this ordering relation, for instance \( \mathbf{a} = [7, 2]^T \) and \( \mathbf{b} = [3, 4]^T \). Nevertheless, this does not prevent the definition of valid morphological operators based on extrema computed by means of this ordering [SER 93]. Furthermore, it makes it possible to employ all tools offered
by grey-level morphology with no need for special adaptation steps. For instance, the erosion and dilation expressions given in Sec. 11.2 become equivalent to:

\[
\varepsilon_b(f)(x) = [\varepsilon_b(f_1)(x), \ldots, \varepsilon_b(f_n)(x)]^T
\]

\[
\delta_b(f)(x) = [\delta_b(f_1)(x), \ldots, \delta_b(f_n)(x)]^T
\]

(11.10) (11.11)

where \(\varepsilon_b\) and \(\delta_b\) denote respectively the scalar erosion and dilation operators with a SE \(b\). Let us notice that a generalisation of the marginal approach was given by the matrix morphology theory of Wilson [WIL 92], which was based on the work of Heijmans and Ronse [HEI 90].

Despite its implementational simplicity, marginal ordering suffers mainly from two disadvantages: not accounting for inter-channel information as well as the risk of altering the spectral composition of its input. More precisely, as each component is processed independently, any eventual correlation among them is totally ignored, hence rendering this approach unsuitable for images with highly correlated components (e.g. RGB colour images) [AST 90]. A possible solution to this problem, as proposed in Ref. [GOU 95], consists in applying a decorrelating transformation (e.g. maximum noise fraction transform (MNF), principal component analysis (PCA), discrete cosine transform, a colour space with independent components, etc) prior to ordering. Nevertheless, these decorrelating transformations also introduce an additional computational burden.

Furthermore, there is absolutely no guarantee that marginally processed vectors belong to the input image. The lack of vector preservation constitutes an undesirable effect for several applications. For example, in the case of colour image processing this would lead to the appearance of new hues (also known as false colours) and thus deteriorate the visual quality of the result, and in particular the colour balance and the object boundaries; whereas the effect near the spatial edges, leads to the so-called edge jitter. This effect is illustrated in Fig. 11.1, where the application of a marginal median filter leads to the appearance of yellow, as the result of additive combination of red and green. According to [TAL 98], the only way to use morphological operators without generating new vectors is to impose an order on the vector space by means of an (pre-)ordering verifying the totality constraint; besides, this is why the majority of the published articles on multivalued morphology deal with total (pre-)orderings. Yet, vector preserving approaches are in the same time limited by this property, due to the restriction imposed on their output (i.e. the output must be a vector from the input set); whereas the marginal approach has access to a much broader range of output values, an advantage which may become valuable during noise reduction [COM 99]. Further attempts motivated by the intuitiveness of the marginal approach have resulted in improvements, and we can cite for instance the work of Al-Otum [Al- 03] who...
proposes the corrected componentwise morphological algorithm with the goal of preventing the appearance of new vectors. It consists in replacing each new vector of the output with its closest vector from the original image, chosen with the help of a Mahalanobis distance based error function.

Figure 11.1. Example of false colours. From left to right, the original image, the result of a marginal and of a vector (lexicographical) median filter.

In brief, either accompanied by additional transformations or not, the marginal processing strategy uses conventional grey-level operators and pixels are still treated as scalar values, whereas its potential with colour data is severely limited by its lack of vector (or colour) preservation.

11.3.2. Total pre-orderings

Contrary to the marginal approach, by means of the additional property of totality, all vectors become comparable and as a result it is possible to construct a totally ordered lattice structure. Hence pixels can be manipulated as whole vectors, and consequently the risk of introducing new vectors is completely eliminated [TAL 98].

All pre-orderings however share a common drawback, which is the relaxation of the anti-symmetry constraint. Thus distinct vectors can eventually end up being equivalent. That is why additional measures become necessary, in order to resolve the ambiguity of eventually multiple extrema. For instance an useful solution, though partial, proposed by Comer and Delp [COM 99] for this problem, consists in selecting the output vector according to its position in the SE. Besides, the combination of an adequately chosen pre-ordering with an ordering for tie-breaking purposes has also been successfully used in practice [ANG 07].

Reduced total pre-orderings

Total pre-orderings can be obtained with R-orderings employing a non-injective reduction transformation [CHA 98]. Distance measures are typical examples of such transformations; in fact they account for the majority of the proposed R-orderings. Colour distances however do not necessarily represent the corresponding perceptual differences, unless they are chosen in combination with a perceptually linear colour
space. That is why distance based colour orderings may lead to unexpected results, if used with non perceptually uniform spaces.

This first variant ranks vectors according to their distance from a reference vector $v_{ref}$:

$$v \leq v' \iff d(v, v_{ref}) \leq d(v', v_{ref})$$

(11.12)

where $d(\cdot, \cdot)$ represents a distance measure. This particular case of distance based colour ordering has been studied in particular by Angulo [ANG 07], where the pitfall of multiple extrema is avoided by combining the distance computation with the lexicographical cascade, Eq. (11.17):

$$v \leq v' \iff [d(v, v_{ref}), v_1, \ldots, v_n]^T \leq [d(v', v_{ref}), v'_1, \ldots, v'_n]^T$$

(11.13)

In case the reference vector is the origin, Eq. (11.12) becomes equivalent to using the norms of the vectors. A variant of Eq. (11.12), proposed for the morphological processing of multispectral remote sensing data [PLA 04], which eliminates the need for a reference vector, consists in associating each vector with the sum of its distances from the other vectors of a family $\{v_j\}$:

$$\forall v_k, v_l \in \{v_j\}, \quad v_k \leq v_l \iff \sum_j d(v_k, v_j) \leq \sum_j d(v_l, v_j)$$

(11.14)

This additional advantage however comes at an elevated computational cost. Furthermore, although this approach associates each vector with a scalar value denoting its “spectral purity”, as far as colour images are concerned, the infimum of a family of vectors calculated in this way corresponds to the notion of “median vector” and consequently does not carry the significance of a “minimum” in the numerical sense. Moreover, if the reference vector is chosen to be “in the middle” (e.g. the median or the average), the supremum computed by means of these orderings will be very unstable. Indeed, despite the remarkable stability of the infimum under the same conditions, even a slightly varied input can radically change the least upper bound. Consequently, the dilation operator given in Eq. (11.4), that makes use of the supremum becomes unsound from a practical point of view.

The choice of the distance measure is of course another key topic. Theoretically, any kind of metric can be used, and so it is in practice, with Mahalanobis and Euclidean distances being the most common choices, but let us observe that any other non-injective transformation can be involved.

In summary, distance based R-orderings hold the potential of accounting for all dimensions without privileging any of them, a property which becomes particularly useful in case there is no predefined order of importance among the available channels (e.g. RGB colour images). Otherwise any transformation capable of realising the necessary reduction may be used, e.g. a linear weighted combination in [COM 99].
Conditional total pre-orderings

As previously mentioned, C-orderings restrict the ordering process to only one or more components of the given vectors, while the others are conditioned upon them. That is why C-orderings are suitable for situations where certain channels are more “privileged” than others. Besides, unless all vector components participate in the ordering process, the resulting C-ordering is bound to be a total pre-ordering, thus sharing their aforementioned inconveniences. For example, in the case where only the first component is employed [HAR 91]:

$$v \leq v' \iff v_1 \leq v'_1$$ (11.15)

Hence, the two distinct vectors $a = [7, 2]^T$ and $b = [7, 3]^T$ would be considered equivalent according to Eq. (11.15). The main problem of C-orderings concerns of course the choice of the ordered components. Obviously, ordering vectors along only some of their components is practically justifiable only if the given components represent sufficiently the vectors.

In the general case, this approach attributes far too much significance to the selected components, disregarding all others. While usually this constitutes a severe problem, there are cases where it becomes invaluable. For instance when it is a priori known that certain channels are noise free. In fact, C-orderings are almost always used in combination with a suitable domain space change, so that the data of interest, in its majority, will lie in only some of the channels.

An example can be found in Ref. [VAR 02], where a C-ordering on the HSV colour space is employed, ignoring the hue component, hence avoiding the problem of false colours, despite the use of a non-total ordering. Specifically, given two HSV triplets $v = (h, s, v)$ and $v' = (h', s', v')$:

$$v \leq v' \iff \begin{cases} v \leq v', & \text{or} \\ v = v' & \text{and} \quad s \geq s' \end{cases}$$ (11.16)

In fact, this also constitutes a fine example of a combined ordering; more precisely, the result can also be considered as a P-ordering where the ordered groups contain the colours of equal value and saturation with no internal distinction whatsoever as hue is not taken into account.

11.3.3. Total orderings

Total orderings, from a theoretical point of view, have two main advantages that render them more suitable for vector ordering, as far as multivariate MM is concerned. First, thanks to their totality, they are vector preserving, and contrary to pre-orderings, as they verify the anti-symmetry constraint the computed extrema are unique. That is
why the majority of the attempts concentrated on extending morphological operators to multivalued images are based on total orderings. In particular, the lexicographical ordering (C-ordering) along with its variants is among the most implemented choices in colour morphology.

However, the uniqueness of extrema takes a serious toll, since the prioritisation of certain vector components becomes inevitable [CHA 98]. That is why they are almost always used in combination with a suitable domain transformation (e.g. PCA, a colour space with independent components, etc) that will place the “interesting” part of the data in the first few channels. Nevertheless, as it will be subsequently presented some implementations tend to be more “symmetric” than others.

**Lexicographical ordering**

Lexicographical ordering is undoubtedly the most widely employed total ordering within this context, and is defined as

\[ \forall v, v' \in \mathbb{R}^n, \ v <_L v' \iff \exists i \in \{1, \ldots, n\}, \ (\forall j < i, v_j = v'_j) \land (v_i < v'_i) \]  

(11.17)

and we will adopt the notation \( V \rightarrow W \rightarrow X \) for vectors in a 3D space \( VWX \) where we compare first dimension \( V \), then \( W \) and finally \( X \). As a conditional ordering, it is most suitable to situations where an order of “importance” exists on the available channels, either inherently or artificially created by means of an appropriate transformation. This prioritisation of certain vector components with respect to others, constitutes also the main drawback of lexicographical ordering and will be discussed in Sec. 11.4. To explain, Fig. 11.2 provides an example of the priority attributed to the first component during lexicographical ordering. More precisely, a vector dilation is applied on a RGB colour image (Fig. 11.2, left) and as red is the head component, it dominates visibly over green (Fig. 11.2, middle). Whereas if we permute the channels as GRB, the effect is reversed in favour of green (Fig. 11.2, right).

As far as colour MM is concerned, the inherent separation of chromatic and achromatic information in colour spaces such as L∗a∗b∗, HSV, and LSH, makes lexicographical ordering a prime ordering choice, since achromatic information alone is
often sufficient for the recognition of most objects. That is why, unless the application demands it, most colour MM implementations are based on brightness first lexicographical configurations. A first example on the HSV colour space can be found in [LOU 02] which however does not take into consideration the $2\pi$ periodicity of the hue component [HAN 01, APT 09]. The polar representations of the almost perceptually uniform spaces (e.g. L’$a^\prime$$b^\prime$ in [HAN 02]) have also been used together with a lexicographical ordering. Besides, following the variety and number of lexicographical approaches developed for phenomenal spaces, Angulo [ANG 05] proposed a “unified framework” consisting of using the lexicographical ordering in the LSH colour space.

**Bit mixing based ordering**

Bit interleaving (or mixing) constitutes an innovative R-ordering, originally developed for RGB colour images, aiming mainly to eliminate the unavoidable asymmetry which results from the application of total orderings. Specifically it employs an injective transformation exploiting the binary representation of each component in order to impose a total order on the vector space [CHA 98].

Given a vector $v$, with each component coded in $k$ bits, the corresponding reduction transformation $h : \mathbb{Z}^n \rightarrow \mathbb{Z}$ is formulated as:

$$h(v) = \sum_{m=1}^{k} \left\{ 2^n (k-m) \cdot \sum_{i=1}^{n} 2^{n-i} \cdot v_{i,m} \right\} \quad (11.18)$$

where $v_{i,m}$ denotes the $m^{th}$ bit of the $i^{th}$ component of $v$. Hence, the resulting binary representation of $h(v)$ becomes:

$$v_1,1v_2,1 \cdots v_n,1v_1,2v_2,2 \cdots v_n,2 \cdots v_1,kv_2,k \cdots v_n,k \quad (11.19)$$

Besides being endowed with all the qualities of a total ordering, bit mixing provides a more symmetrical approach than its lexicographical counterpart as dimensions are mixed in bit level. Of course some dimensions continue to be more privileged than others, with the degree of that privilege being proportional to the significance of the bit position that they occupy. Furthermore, a finer grained symmetry can be obtained by modifying the original mix order [CHA 98]. Then again, there are several situations where data channels need to be processed with a certain priority. Bit mixing can easily respond to this requirement by placing the important vector components to more significant bit positions.

From a theoretical point of view, this approach aims to fill a given multi-dimensional space using a “balanced” space filling curve (SFC) with respect to the available dimensions. In the case of total orderings, these curves (e.g. Peano curve) pass through all vector coordinates of the space under consideration, hence vectors can be ordered
according to their position on it. More details on SFC will be given in the next section. On the other hand, according to Ref. [SOI 02] the main inconvenience of a total ordering obtained in this way is its lack of physical interpretation.

Synopsis

This section presented the main approaches that have appeared so far in the literature, with the goal of extending morphological operators to multivalued images. Please note that we have omitted some rather “unconventional” orderings or extremum calculation approaches, in the sense that they either do not consist in simply using a standard vector ordering scheme, or they are developed for a particular form of image data, or even combine additional theories with the goal of achieving an efficient solution. A more complete description of multivariate mathematical morphology is given in [APT 07].

Unfortunately, each of the main solutions reviewed here comes with some drawback which are worth being recalled. Partial orderings (or marginal approaches) prevent to ensure vector preserving, thus may introduce new (and false) colours or spectral signatures in the resulting image. Pre-orderings do not guarantee extrema uniqueness, which can be a very awkward issue when dealing with morphological operations. Finally, total orderings seem the best solution from a theoretical point-of-view by avoiding these two drawbacks. However, when coming to practical use, it can be observed that they give very much importance to the first channel of an image, thus preventing to perform a real multivariate image processing. In the following section, we will deal with this problem and present existing and new solutions to ensure symmetry within the most representative total ordering, i.e. lexicographical ordering.

11.4. Balanced total orderings

Lexicographical ordering, defined in Eq. (11.17), as explained in previous section, possesses multiple properties than render it a more adequate choice than its competitors, as a way of ordering vectors in the context of multivariate MM. Specifically, the first property is its totality. Since all vectors are lexicographically comparable, according to Ref. [TAL 98] it preserves the original vectors of the input image, hence preventing the appearance of false colours. Moreover, as it satisfies the anti-symmetry constraint, a property lacking from most reduced orderings, it makes it possible to compute unique vector extrema, thus effectively avoiding ambiguities during vector ordering. Additionally, it represents an excellent choice in combination with spaces possessing an either inherent or artificially induced asymmetric distribution of information; which is asserted by the number of authors that have considered it, due to its capacity to attribute a certain amount of priority to the first vector or colour dimension. That is why it has been popular with phenomenal spaces, that separate effectively
the different notions of higher level colour perception. Besides, through the control of
the channels’ order during comparison (e.g. luminance first, saturation second, etc), it
provides a certain degree of customisation flexibility, a notion of crucial importance
as far as general purpose colour morphological operators are concerned.

However, notwithstanding its desirable properties, lexicographical ordering also
suffers from a serious drawback. More precisely, the outcome of the vast majority of
lexicographical comparisons, is decided based only on the first few vector components
that are compared, while the contribution of its remaining dimensions is typically
negligible [HAN 02]. This property is illustrated in Table 11.1, where the percentages
of comparisons determined by the three channels of the three RGB colour images
of Fig. 11.3, during a vector dilation based on a lexicographical ordering are shown.
The channel occupying the first position of the lexicographical cascade (i.e. red) is
obviously responsible for the vast majority of comparisons outcomes.

Figure 11.3. The test images, from left to right, Lenna, Macaws and Mandrill.

<table>
<thead>
<tr>
<th>Images</th>
<th>Equalities (%)</th>
<th>Red (%)</th>
<th>Green (%)</th>
<th>Blue (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lenna</td>
<td>0.12</td>
<td>93.02</td>
<td>6.3</td>
<td>0.56</td>
</tr>
<tr>
<td>Macaws</td>
<td>8.89</td>
<td>83.3</td>
<td>5.71</td>
<td>2.1</td>
</tr>
<tr>
<td>Mandrill</td>
<td>0.54</td>
<td>95.28</td>
<td>3.51</td>
<td>0.67</td>
</tr>
</tbody>
</table>

Tableau 11.1. The percentages of comparisons that have led to equalities, and
those that have been determined at each channel, during the dilation of the
images of Fig. 11.3, with a lexicographical ordering (R → G → B) using a
square shaped SE of size $5 \times 5$ pixels.

Of course this might be a desired behaviour in cases where the first image channel
contains the majority of the total variational information, for instance after applying
a PCA transform. Nevertheless, most often it leads to an insufficient exploitation of
the image channels and inter-channel relations. This effect is most aggravated in the
case of hyperspectral images, where despite the availability of hundreds of channels,
only at most the first few participate in the overall process. That is why, variations of
Eq. (11.17) have been proposed, with the purpose of better tuning the priority as well
as degree of influence of each vector component on the comparison outcome.
11.4.1. Basic solutions to limit assymetry

As the majority of lexicographical comparisons are determined by the first components, variants of the classical lexicographical ordering have been proposed, with the purpose of better tuning the priority as well as degree of influence of each component. A first group of variants is based on preceding the lexicographical cascade by a component representative of the entire vector. This principle is used for example along with an Euclidean norm in Refs. [RIV 04]:

\[ \| v \|, v_1, \ldots, v_n \|^T \leq \| v' \|, v'_1, \ldots, v'_n\|^T \]  \hspace{1cm} (11.20)

and similarly in Ref. [ANG 07] where a distance with respect to a reference vector is involved, Eq. (11.13). Of course, there is no limit to the number or type of functions that can be used according to this principle. Other examples include the use of the maximum and minimum of the compared components in the case of RGB colour images, as well as their weighted combinations [ANG 03]. However these extensions do not provide any way for the user to specify the prioritisation among bands.

Another type of extension to the classical lexicographical ordering consists in using a user defined parameter \( \alpha \), in such a way that it can modify the degree of influence of the first component. The first attempt in this context was made by Ortiz et al. [ORT 01], that proposed the \( \alpha \)-lexicographical ordering:

\[ \forall v, v' \in \mathbb{R}^n, v < v' \Leftrightarrow \begin{cases} v_1 + \alpha < v'_1, & \text{or} \\ v_1 + \alpha = v'_1 & \text{and} \quad [v_2, \ldots, v_n]^T < [v'_2, \ldots, v'_n]^T \end{cases} \]  \hspace{1cm} (11.21)

where \( \alpha \in \mathbb{R}^+ \). The \( \alpha \) argument is thus used to the end of increasing the occurrence of equivalences within the first vector dimension, since a scalar value \( v_1 \) becomes “equal” to all values contained in the interval \( [v_1 - \alpha, v_1 + \alpha] \), hence allowing comparisons to reach more frequently the second dimension. Nevertheless, Eq. (11.21) is not transitive, and consequently does not represent an ordering from an algebraic point of view.

A theoretically sounder approach was proposed by Angulo and Serra [ANG 03] and was named \( \alpha \)-modulus lexicographical ordering:

\[ \forall v, v' \in \mathbb{Z}^n, v < v' \Leftrightarrow \begin{cases} \left\lceil \frac{v_1}{\alpha} \right\rceil, v_2, \ldots, v_n \right]^T < \left\lceil \frac{v'_1}{\alpha} \right\rceil, v'_2, \ldots, v'_n \right]^T \]  \hspace{1cm} (11.22)

which aims to create equivalence groups within the first dimension. It relies on a quantisation through division by a constant \( \alpha \) followed by a rounding off, which reduces the dynamic margin of the first dimension, thus allowing a greater number of comparisons to reach the second. On the contrary of the aforementioned approach, it is reflexive and transitive, hence a pre-ordering.

The effect of the operation realised on the first dimension, becomes more clear by studying the space filling curves (SFC), that travel through points of multi-dimensional
Multivariate mathematical morphology applied to colour image analysis

Figure 11.4. Space filling curves in a bi-dimensional space for a lexicographical ordering (left), where the arrows denote the direction of increasing vector coordinates, and for the $\alpha$-modulus lexicographical ordering with $\alpha = 4$ (right).

Since the search for a total vector ordering can be formulated as a search for an injective function mapping all the points of a multi-dimensional space onto a uni-dimensional space, SFC satisfy this requirement and make it possible to model different solutions, where vectors are ordered according to the position of their coordinates on the SFC. Since lexicographical ordering corresponds to a bijection [CHA 98], its SFC will pass once on all points of a bi-dimensional discrete space $D_1 \times D_2 = [0, 16]^2$ as illustrated in Fig. 11.4 (left), where the high priority attributed to the first dimension ($D_1$) is represented by the high frequency of horizontal curves. Fig. 11.4 (right) shows the quantised form $D_1'$ of dimension $D_1$ with $\alpha = 4$, which leads to the creation of equivalence groups. For instance the points $\{5, 6, 7, 8\}$ of $D_1$ now belong to the same group 2 of $D_1'$, and thus given two coordinates $(5, 1)$ and $(7, 0)$ in $D_1 \times D_2$, the first components are considered equal in $D_1' \times D_2$ and the outcome of the comparison is determined by the second dimension, in other words $(5, 1) > (7, 0)$.

Nevertheless, special attention is required with the use of this approach, since the resulting equivalence groups obviously eliminate the anti-symmetry property of lexicographical ordering. One way of countering this problem, that renders this approach as well as any other similar to it anti-symmetric and thus an ordering, is to continue the lexicographical cascade with the un-quantised vector dimensions. To explain:

$$\forall v, v' \in \mathbb{Z}^n, \quad v < v' \iff$$

$$\begin{cases}
[j_1(v_1), \ldots, j_{n-1}(v_{n-1}), v_n]^T <_L [j_1(v'_1), \ldots, j_{n-1}(v'_{n-1}), v'_n]^T, & \text{or} \\
[j_1(v_1), \ldots, j_{n-1}(v_{n-1}), v_n]^T = [j_1(v'_1), \ldots, j_{n-1}(v'_{n-1}), v'_n]^T
\end{cases}$$

where $j_i(\cdot)$, $i \in [1, n-1]$ denotes some function used to reduce the dynamic margin of the $i^{th}$ dimension. Thus only equal vectors are considered equivalent.
In conclusion, among the solutions that have been so far reported with the purpose of fine-tuning the dimension prioritisation of lexicographical ordering, only Eq. (11.22) in combination with Eq. (11.23) satisfies the theoretical requirements of an ordering and hence leads to valid morphological operators. The practical use of $\alpha$-modulus lexicographical ordering however is limited, as it relies on an implicit assumption on the dimension to be quantised. In the next section are presented some advanced quantisation models which have been proposed recently by the authors [APT 08b, APT 08c].

11.4.2. Spectral quantisation

As far as its theoretical properties are concerned, $\alpha$-modulus lexicographical ordering appears to be the most pertinent among the two variations, as it provides an effective means of shifting priority away from the first vector dimension, while preserving the desirable characteristics of lexicographical ordering that have made it popular within the colour morphological context.

However, its practical use relies on an important implicit assumption. More precisely, as shown in Fig. 11.5a, the dimension under consideration is processed uniformly, based on the assumption that all of its subsets are equally “unimportant” with respect to the second dimension in the lexicographical cascade. In practice, often complicated relations are present among the image channels, and the need to shift priority to the next dimensions arises only partially. Consider for instance the case of colour morphology in a phenomenal colour space of type LSH, where the importance of saturation is minimised for extreme levels of luminance.

In the light of these remarks, we propose the generalisation described in Algorithm 1, as a replacement for the division followed by rounding off, of Eq. (11.22). Based on a simple principle, this algorithm realises a quantisation of a given discrete “pixel range” interval, in practice often $I = [0, 255]$, by associating to each value, a group of equivalence, the size of which is computed using a user defined function $\phi$, and is...
limited by the value of $\alpha \in \mathbb{N}^*$. Hence, it is possible to reformulate Eq. (11.22) as:

$$\forall \mathbf{v}, \mathbf{v}' \in \mathbb{Z}^n, \mathbf{v} < \mathbf{v}' \iff [w_1, v_2, \ldots, v_n]^T <_L [w'_1, v'_2, \ldots, v'_n]^T$$  (11.24)

where $w_1$ and $w'_1$ represent respectively the equivalence group of $v_1$ and $v'_1$, obtained through Algorithm 1. Of course one is by no means limited to applying this procedure only to the first dimension. In fact, complicated inter-channel relations often require the repeated use of such an approach in more than one dimensions in order to be effectively modelled.

Algorithm 1

The algorithm for computing a quantised discrete dimension based on an arbitrary priority distribution.

| Input : $I = [a, \ldots, b] \subseteq \mathbb{Z}$, an array containing the discrete dimension to have its dynamic margin reduced $\alpha \in \mathbb{N}^*$, a parameter setting the maximum allowed size of equivalence groups within $I$ $f : I \rightarrow [0, 1]$, a function modelling the desired priority distribution within $I$ |
| Output : $J \subseteq \mathbb{N}$, the array containing the new quantised dimension |
| $\text{tmp} \leftarrow 0$ |
| for $i \leftarrow a$ to $b$ do |

  | $k \leftarrow \lceil \alpha \times f(I[i-a]) \rceil$ |
  | for $j \leftarrow i$ to $i+k$ do |
  | $J[j-a] \leftarrow \text{tmp}$ |
  | end for |
  | $\text{tmp} \leftarrow \text{tmp} + 1$ |
  | $i \leftarrow i + k$ |
| end for |

Similar to Eq. (11.22), Eq. (11.24) also represents a relation lacking the anti-symmetry property for the same reasons. That is why we will implicitly consider the combination of Eq. (11.24) with the standard lexicographical ordering, as shown in Eq. (11.23), for tie-breaking purposes.

An example of this algorithm is given in Fig. 11.5b, where it is applied on the integer interval $[0, 100]$ using an exponential priority distribution. In other words, values close to zero are of high importance and need to be processed with a fine precision whereas the second dimension may be used with values approaching 100. The increase in the size of equivalence groups can be easily observed as the values approach the upper interval bound. Consequently, in order to obtain the uniform distribution of Fig. 11.5a, corresponding to the quantisation of $\alpha$-modulus lexicographical ordering, with this approach, it is sufficient to employ the constant function $\forall n \in \mathbb{N}, f(n) = 1$ within Algorithm 1. By means of the function $f$, once can thus model arbitrary priority distributions within image channels. Furthermore, image-specific ordering approaches
may be developed using the histogram of the dimension under consideration, as shown in Fig. 11.6, hence leading to adaptive vector orderings.

![Figure 11.6. The probability distribution of dimension D1 (bottom) for an arbitrary image, general trend of the space filling curve frequency corresponding to its lexicographical ordering (A), $\alpha$-modulus lexicographical ordering with $\alpha = 20$ (B), and quantisation based $\alpha$-lexicographical ordering using the dimension histogram as priority distribution function (C).](./DenoisingSegmentation/lefevre/figs/adaptiveAlphaYeni.eps)

### 11.4.3. Spatial quantisation

Creating artificial equivalence groups within the dimension to have its lexicographical priority reduced, is an effective means of shifting priority to the remaining vector dimensions. However, this is an operation realised independently from the images to be processed (except if the priority distribution is image specific, e.g. based on its histogram), and no a priori information is available on where the, eventually abrupt, equivalence group limits correspond within the input image. This undesirable situation is illustrated in Fig. 11.7 where the equivalence groups of a uni-dimensional discrete signal, obtained with Eq. (11.22), lead to artificial edges/value variations during comparison.

An alternative way of achieving a priority shift that avoids this inconvenience, consists in assuming an image specific approach and forming these equivalence groups based on the content of the image to be processed. Specifically, one can preprocess the input image’s channel that is to have its priority reduced, so that it is “flattened”, or in other words heavily smoothed. If we call this image a “marker” $m$, then the ordering of vectors of an image $g$ can be realised as follows:

$$\forall x, y, s, t \in \mathbb{Z}, \quad g(x, y) < g(s, t) \Leftrightarrow$$

$$[m(x, y), g_2(x, y), \ldots, g_n(x, y)]^T <_L [m(s, t), g_2(s, t), \ldots, g_n(s, t)]^T$$  \hspace{1cm} (11.25)
In other words, the formation of equivalence groups is now controlled only by the marker image. If a couple of pixels have the same value in the marker image, then they are considered equal for the dimension that this marker image represents, and the comparison outcome is determined by the following dimensions. Hence equivalence groups are now formed at the flat regions of $m$ (Fig. 11.8). The “flattening” process may be achieved using a variety of filters such as large median filters, alternating sequential filters [SOI 03], morphological levelings [MEY 04], etc. Consequently, although the creation of equivalence groups is image specific, and needs to be realised independently for each image to be processed, marker based ordering provides nonetheless a means of avoiding the artificial edge related pitfalls of the aforementioned approaches, by taking into account the spatial relationships of pixels, thus making it possible to accommodate topological restrictions during ordering.
11.4.4. Iterative quantisation

The third alternative presented here greatly differs from the previous schemes. Instead of considering the problem of colour/vector ordering as a means to compute colour extrema, that are to be used for defining the dilation and erosion operators, we concentrate directly on the computation of colour extrema, given a set of colours. Thus we can exploit the distribution of the vector/colour set in the multi-dimensional space, in order to better control the lexicographical comparison cascade. Naturally, since there is no underlying ordering, there is no complete lattice structure, hence the resulting operators are theoretically invalid. Nevertheless, as it will be shown in Sec. 11.5, they still have a certain practical interest.

Definitions

The $\alpha$-trimming principle has long been used in filters such as the $\alpha$-trimmed mean filter ($\alpha MF$) and its variants [OTE 04] against impulsive noise. Given a vector $v \in \mathbb{R}^n$, containing the sorted scalar pixels under the filtering window, the underlying idea of $\alpha$-trimming consists in computing their mean by ignoring the $2\alpha$ extrema:

$$
\alpha MF(v) = \frac{1}{n - 2\alpha} \sum_{i=\alpha+1}^{n-\alpha} v_i
$$

(11.26)

where $\alpha \in [0, n/2]$. Similarly, in the case of multidimensional vectors we can apply a likewise principle to each dimension in an iterative mode. Specifically, in the case of the maximum, starting from the first dimension, we can sort all $k$ vectors according to this dimension, and then keep the $\lceil \alpha \times k \rceil$ greatest. By repeating this simple process for each dimension, at each step the initial set of vectors will get smaller. In the eventual case where more than one vector remain at the end of this procedure, the last dimension is used for determining the sought extremum. A more formal description for computing the maximum based on this procedure, is given in Algorithm 2.

As to the minimum, it can be obtained in a likewise mode by simply sorting in a decreasing order. Consequently, the resulting extrema can be used in order to define the operators in Eqs (11.3) and (11.4) for multivariate pixels. An illustration of this approach on a three dimensional space $D_1 \times D_2 \times D_3$ is given in Fig. 11.9. Moreover, the advantage of a collective extremum calculation comes however with an increased computational burden. To explain, assuming an optimal sorting procedure is used, in the worst scenario, where all $n$ dimensions would need to be sorted, with $k$ vectors the complexity would be in the order of $O(n \times k \times \log k)$. On the other hand, with the standard lexicographical ordering and the same scenario, the complexity would be $O(n \times k)$. Note that as $k$ represents in practice the size of the SE in use, its value is relatively small.
Algorithm 2 The $\alpha$-trimmed lexicographical maximum computation algorithm

\begin{verbatim}
Input: a set $V = \{v_j\}$ of $k$, $n$-dimensional vectors; $\alpha \in [0,1]$
Output: $\text{max } V$
for $i \leftarrow 1$ to $n - 1$ do
    Sort in increasing order the vectors of $V$ with respect to their $i^{th}$ dimension
    $k \leftarrow \lceil \alpha \times k \rceil$
    $V \leftarrow$ the greatest $k$ vectors in $V$ as well as those equal to the $k^{th}$ vector
    if ($|V| = 1$) then
        return $v \in V$
    end if
    $i \leftarrow i + 1$
end for
return the greatest vector within $V$ with respect to the $n^{th}$ dimension
\end{verbatim}

./DenoisingSegmentation/lefevre/figs/alphaTrimmedUcboyutlu.eps

Figure 11.9. A set of vectors in a three dimensional space $D_1 \times D_2 \times D_3$, and the three iterations of the $\alpha$-trimmed lexicographical maximum computation with $\alpha = 0.5$ (left to right). According to the proposed approach, the maximum is the greatest with respect to the third dimension of the remaining three vectors.

Setting $\alpha$

The extrema obtained in this way, depend of course directly on the value of $\alpha$. As a matter of fact, with an $\alpha$ approaching zero, from each dimension $i$, only the extreme (i.e. maximum or minimum) vector is kept along with those equal to it with respect to the $i^{th}$ dimension. In other words the procedure becomes identical to the standard lexicographical ordering. On the other hand, when $\alpha$ approaches one, priority is shifted gradually to the last dimension, and almost all initial vectors reach the last dimension where the comparison is finally decided.

This transition of priority is illustrated in Fig. 11.10. When keeping only a single value at each dimension, identically to a standard lexicographical ordering, the first dimension decides the outcome of the majority of comparisons. The final decision is
shifted rapidly to the last dimension by slightly increasing the number of kept vectors. The main difference with respect to other lexicographical ordering approaches, is the collective extremum calculation, conversely to a binary one. Specifically, even if the final extremum choice is made in the last dimension, unless $\alpha = 1.0$, all previous dimensions contribute to this choice by trimming the set of vectors accordingly. Additionally, more complicated priority relations among the available channels can be established by means of different $\alpha$ values for each vector dimension.

\[ \forall i \in \{1, \ldots, n\}, \quad \alpha_i = 1 - \frac{\sigma_i}{\sum_{j=1}^{n} \sigma_j} \] (11.27)

where $\sigma_j$ denotes the standard deviation of dimension $j$. A more effective way of employing this principle would be to first apply a principal components transformation on the image data and then use the variances of each new dimension to this end.

Figure 11.10. The plot of comparisons decided by each dimension of the image Lenna (Fig. 11.3 left) in the RGB colour space, during a dilation with a square shaped SE of size $5 \times 5$ pixels, for various numbers of vectors kept at each iteration.
Variations

Using the $\alpha$ argument as a cardinality limit at each iteration of the algorithm can lead to unexpected situations, such as the one shown in Fig. 11.11. Indeed, by selecting the vectors to be used in the next stage of the cascade based only on the cardinality of the vector set (i.e. $\lceil \alpha \times k \rceil$), in other words irrespectively to their relative distances, one may end up with extremely scattered vector clusters. This situation can be easily countered by using $\alpha$ as a distance measurement. Specifically, instead of keeping the $\lceil \alpha \times k \rceil$ greatest vectors with respect to the $i^{th}$ dimension, one can keep only the vectors whose $i^{th}$ dimension is at most at distance $\alpha$ with respect to the greatest vector of the same dimension.

Figure 11.11. Example of problematic vector distribution. The vector $a$ is chosen as maximum with $\alpha = 0.4$, while being positioned at a far distance with respect to the upper vector group.

As previously mentioned, a more important “disadvantage” however of $\alpha$-trimmed lexicographical extrema is the lack of an underlying binary ordering relation. Nevertheless, given any extremum computation method, it is possible to construct from it an ordering. In particular, considering a discrete multi-dimensional space, one can employ the collective extremum computation method at hand, in order to calculate the maximum or minimum of this space, and then repeat for the remaining points, up until the entire space is ordered.

Moreover, since $\alpha$-trimmed lexicographical extrema are unique, this approach leads to a total ordering. The exact algebraic properties of the result however depend strongly both on the extremum computation method used (e.g. $\alpha$-trimmed lexicographical, cumulative distances, etc) as well as on the extremum employed (i.e. minimum or maximum) during its construction.
11.5. Application to colour image analysis: texture classification

Having provided an insight into several morphological frameworks, and in particular some recent improvements over lexicographical ordering, in this section we carry out a brief series of comparative tests with the aim of better determining their properties and relative performances. As a representative application for which effective means of quantitative performance assessment are available, we propose to focus on the problem of colour texture classification and employ the colour textures of Outex13 (Fig. 11.12) [OJA 02]. This set contains 68 different textures, with 20 images from each obtained with 100 dpi resolution under an incandescent CIE A light source. The total amount of 1360 images have been evenly divided as training and test sets.

![Figure 11.12. Examples of the 68 textures of Outex 13 [MAE 04].](./DenoisingSegmentation/lefevre/figs/outex.eps)

The question whether colour should be processed separately or jointly from texture is still an open problem [MAE 04], and vector morphological feature extraction operators represent in their majority the latter case [HAN 05]. As colour texture descriptor we employ the morphological version of the autocorrelation operator, namely morphological covariance, which was initially proposed [MAT 75, SER 82] as the equivalent in MM of the autocorrelation operator. The morphological covariance $K$ of an image $f$, is defined as the volume $\text{Vol}$ (i.e. sum of pixel values for grey-level images, sum of the Euclidean norm of pixels in RGB for colour images, etc), of the image, eroded by a pair of points $P_{2,v}$ separated by a vector $v$:

$$K(f;P_{2,v}) = \text{Vol}(\varepsilon_{P_{2,v}}(f))$$

(11.28)

In practice, $K$ is computed for varying lengths of $v$, and most often the normalised version is used for measurements:

$$K^n(f) = \frac{\text{Vol}(\varepsilon_{P_{2,v}}(f))}{\text{Vol}(f)}$$

(11.29)
Given the resulting uni-dimensional covariance series, one can gain insight into the structure of a given image [SOI 03]. In particular, the periodic nature of covariance is strongly related to that of its input. Furthermore, the period of periodic textures can easily be determined by the distance between the repeated peaks, that appear at multiples of the sought period; whereas the size of the periodic pattern can be quantified by means of the width of the peaks. In other words, their sharpness is directly proportional to the thinness of the texture patterns appearing in the input. Likewise, the initial slope at the origin provides an indication of the coarseness, with quick drop-off corresponding to coarse textures. In order to obtain additional information on the directionality of \( f \), one can plot against not only different lengths of \( v \), but orientations as well.

The covariance based feature vectors have been calculated using four directions for the point pairs \((0^\circ, 45^\circ, 90^\circ, 135^\circ)\), each along with distances ranging from 1 to 49 pixels in steps of size two. Consequently 25 values are available for each direction, making a total of 100 values for every image channel after concatenation. The classification process is realised using a kNN classifier with \( k = 1 \) [MAE 04].

The colour space under consideration is LSH [ANG 05]. In order to carry out the various quantisation steps the luminance channel is manipulated with integer precision in \([0, 255]\). In particular, the extrema employed for defining the basic morphological operators, are computed using only the luminance channel (Lum), only saturation (Sat), only hue (Hue), lexicographical ordering, Eq. (11.17) (Lex), \( \alpha \)-modulus lexicographical \((\alpha = 10)\), Eq. (11.22) (\( \alpha \)-modLex), quantisation based \( \alpha \)-lexicographical \((\alpha = 10)\), Eq. (11.24) (QuantaLex), with the LSH prioritisation function \( f \) described in [APT 08c], the marker based lexicographical ordering, Eq. (11.25) (MarkerLex), where the marker image is obtained by applying a leveling [MEY 04] along with a leveling marker image provided by median filtering with a square-shaped SE of size \( 7 \times 7 \), the \( \alpha \)-trimmed lexicographical extrema \((\alpha \)-trimmedLex\), according to Algorithm 2 and \( \alpha = 0.45\), as well as its variations: the one using adaptive \( \alpha \) values, Eq. (11.27) \((\alpha \)-trimmedLex-adaptive\), the total ordering resulting from the application of collective extremum computation scheme with \( \alpha = 0.45 \) \((\alpha \)-trimmedLex-ordering\), and finally the version based on distance computations with \( \alpha = 0.3 \). The comparisons are realised in the order \( L \rightarrow S \rightarrow H \), and the hue component is processed according to the principle of weighted multiple references which is not described here for the sake of conciseness [APT 09].

The results obtained from this texture classification application are given in Table 11.2. The overall performances appear to be relatively close. Specifically, the pertinence of luminance over both saturation and hue is observed, showing that colour information is in this case just an auxiliary component. As expected, Lum and Lex exhibit almost identical performances, a result showing the level of priority attributed to the first component, ignoring largely the remaining two dimensions. A minor improvement over Lex is obtained through \( \alpha \)-modLex, as it allows saturation to participate at a slightly higher degree in the process of computing covariance. However, hue remains
Tableau 11.2. Classification accuracies for the textures of Outex13, using vector erosion based covariance.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lum</td>
<td>73.82</td>
</tr>
<tr>
<td>Sat</td>
<td>66.91</td>
</tr>
<tr>
<td>Hue</td>
<td>55.29</td>
</tr>
<tr>
<td>Lex</td>
<td>74.26</td>
</tr>
<tr>
<td>$\alpha$-modLex</td>
<td>76.62</td>
</tr>
<tr>
<td>QuantaLex</td>
<td>77.17</td>
</tr>
<tr>
<td>MarkerLex</td>
<td>79.86</td>
</tr>
<tr>
<td>$\alpha$-trimmedLex</td>
<td>81.47</td>
</tr>
<tr>
<td>$\alpha$-trimmedLex-adaptive</td>
<td>79.89</td>
</tr>
<tr>
<td>$\alpha$-trimmedLex-ordering</td>
<td>54.35</td>
</tr>
<tr>
<td>$\alpha$-trimmedLex-distance</td>
<td>73.74</td>
</tr>
</tbody>
</table>

largely unexploited. With the use of $\alpha$-trimmed extrema, the chrominance dimensions increase their contribution to the final result. As a matter of fact, the empirically set $\alpha$-trimmedLex leads to an overall best, while the unsupervised model provides a relatively sufficient approximation. Nevertheless, no improvements are observed with the last two variations. Moreover, QuantaLex leads to an improvement over $\alpha$-modLex, as it controls the transitions among the image channels in a finer way, the difference being however almost negligible. The marker based approach improves the spectral quantisation-based ordering substantially and outperforms $\alpha$-modLex. Apparently, the use of saturation with relatively “flat” regions, and that of luminance with transitions within the image, lead to more pertinent descriptors by better combining colour and textural information.

11.6. Conclusion

This chapter has introduced the theoretical concepts behind the multivariate morphological framework, as well as the various approaches that have been proposed with this purpose. Given the complete lattice theory based structure of morphology, it becomes easy to observe that a vector ordering is sufficient for the definition of valid multivariate morphological operators. Among the numerous ordering possibilities, total orderings are the most theoretically sound approaches since they ensure extrema uniqueness and vector preservation.

In this context, the lexicographical ordering is certainly the most widely used total ordering since besides the aforementioned theoretical advantages, it also provides a means of effective customisation through the configuration of the lexicographical cascade’s order. However its standard definition introduces an extreme prioritisation
of the first vector dimension and thus limits its practical interest by ignoring the other available image channels.

We address this problem and present three different variations of lexicographical ordering with the purpose of resolving this issue. The first, quantisation based \( \alpha \)-lexicographical ordering, consists of a generalisation of the \( \alpha \)-modulus lexicographical ordering. By sub-quantising the vector dimensions according to arbitrary models, it hence makes possible for the user to incorporate into the ordering any a priori information available on the channels under consideration. The second variation of lexicographical ordering, marker based lexicographical ordering, uses an image specific principle, where the first channel is processed by means of grey-level operators, in order to form flat zones, that determine the areas where priority is shifted to the subsequent dimensions. Additionally, a third method for computing \( \alpha \)-trimmed lexicographical extrema has been introduced, which also succeeds in manipulating the contribution of each channel to this process through a user defined argument. Nevertheless, as there is no underlying ordering it leads to pseudo-morphological colour operators.

A comparison between the different vector orderings presented in this chapter has also been given, with the purpose of texture classification in colour images by means of morphological covariance. Nevertheless it should be noted that the proposed ordering variations are usable in the general case of multivariate image data, e.g. hyperspectral remote sensing images, multispectral astronomical images, etc.

Further readings related to multivariate mathematical morphology applied to colour image analysis include the PhD work of the first author [APT 08a] and its related publications [APT 07, APT 08b, APT 08c, APT 09], as well as the numerous work made in the leading research centre within the field of mathematical morphology, namely the Centre de Morphologie Mathématique of the Mines ParisTech School, France (see http://cmm.ensmp.fr), e.g. doctoral theses of Angulo and Hanbury.
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QUATRIÈME PARTIE

New challenge for massive multicomponent image analysis
12.1. Introduction

The advent and growing availability of hyperspectral imagery, which records a detailed spectrum of light for each pixel, has opened new possibilities in image analysis and classification. Examples of hyperspectral imaging systems are AVIRIS [GRE 98], HYDICE [RIC 93], ARCHER [Ste 05], HyMap [COC 98], Hyperion [PEA 00]. They cover a range of 126 to 512 spectral channels, with the spatial resolution 3-30 m per pixel (Figure 12.1 depicts the structure of a hyperspectral image). The fine spectral resolution of the data provides an invaluable source of information about physical materials, increasing the capability to distinguish structures and objects in the image scene [CHA 03].

However, a large number of spectral channels implies high dimensionality of the data and presents challenges to image analysis and classification. Most of the commonly used methods designed for the analysis of grey level, color or multispectral images are not appropriate for hyperspectral images. As a matter of fact, very limited reference data are usually available (the ratio of the number of referenced samples to the number of spectral channels quickly drops), which limits the performances of supervised classification techniques. Furthermore, for analysis of hyperspectral
images the well known curse of dimensionality prevents robust statistical estimations, usual vector norms become meaningless and so on (e.g., the Hughes phenomenon [HUG 68]). Therefore, to take full advantage of the rich information provided by the spectral dimension, the development of new algorithms is required.

The first attempts to classify hyperspectral images were designed to assign each pixel to one of the classes based on its spectrum only [LAN 02]. A wide range of pixel-wise classification techniques were investigated for this purpose, such as maximum-likelihood or Bayesian estimation techniques [LAN 03, CHE 08, BAL 08], neural networks [SUB 97, YAN 99, HER 04], decision trees [GOE 03, ZHO 05], genetic algorithms [VAI 03] and kernel-based methods [CAM 05, FAU 07, FAU 06, GUO 08]. In particular, Support Vector Machines (SVM) and other kernel-based methods have shown good classification results, because they tend to be robust when a limited number of training samples is available.

Further modification to improve classification results consists in the integration of spatial and spectral information during the image analysis. Spectral-spatial classification aims at assigning each image pixel to one class using a feature vector based on 1) its own spectral value (the spectral information) and 2) information extracted from its neighborhood (referred to as the spatial information in the following). One of the approaches consists in including the information from the closest neighborhood when classifying each pixel. For instance, morphological filters [FAU 07], Markov random fields [FAR 05] and Hidden Markov Quadrees [?] were used for this purpose. These methods have shown improvements in classification accuracies compared to the pixel-wise methods, when applied to hyperspectral images. However, their use raises the problem of scale selection, especially when small or complex structures are present in the image.

Another approach to include spatial information in classification consists in performing image segmentation. Segmentation can be defined as an exhaustive partitioning of the input image into regions, each of which is considered to be homogeneous
with respect to some criterion of interest (homogeneity criterion, e.g., intensity or texture) [JAI 95]. Each of these regions from a segmentation map can be further used as an adaptive neighborhood for all the pixels within this region. In this chapter we will describe several techniques for segmentation of hyperspectral images.

When adaptive neighborhoods are defined, the obtained spatial information must be combined with the available spectral information into a classifier. Here, three major approaches can be considered: 1) for each region, a set of features can be defined and then the whole region is classified; 2) a new set of features for every pixel is defined, which combines spectral information of this pixel and contextual information from its neighborhood; then each pixel is classified using these features; 3) each pixel is classified independently using only its spectral information, and then for each region from a segmentation map, all its pixels are classified to one class, based on the results of a previous step and a defined rule for fusion of spectral and spatial information.

In this chapter, different approaches are discussed, and then the experimental results are present using the third approach. For that, pixel-wise Support Vector Machines classification and segmentation are performed independently, and then the results are combined, using the majority vote approach.

This chapter is organized as follows. In the next section, two sets of a remote sensing hyperspectral data used for the illustration and validation of segmentation and classification techniques are briefly described. In Section 12.3, techniques for segmentation of hyperspectral images are discussed. Section 12.4 presents approaches for fusion of spectral and spatial information into a classifier. Experimental results for spectral-spatial classification are presented in Section 12.5. Finally, conclusions are drawn.

12.2. Data Set

Two different hyperspectral airborne images were used for the experiments, with different contexts (one urban area and one agricultural area), different spatial resolutions (1.3 m and 20 m per pixel, respectively) and different number of bands (103 and 220 bands, respectively). These two data sets are detailed in the two next subsections.

12.2.1. “University of Pavia” Image

The image of an urban area was recorded by the ROSIS-03 optical sensor, over the University of Pavia, Italy. The image has spatial dimensions of 610 by 340 pixels, with a spatial resolution of 1.3m per pixel. The number of bands of the ROSIS-03 sensor is 115 with a spectral coverage ranging from 0.43 to 0.86\(\mu\)m. The 12 most noisy channels have been removed, and the experiments are conducted on the 103-band image.
Nine classes of interest are considered, namely: Asphalt, meadows, gravel, trees, metal sheets, bare soil, bitumen, bricks, and shadows. The number of test and training samples for each class can be found in [TAR a]. A 3-band false color image and the reference data are presented in Figure 12.2.

12.2.2. “Indiana” Image

The image of a vegetation area was captured by the AVIRIS sensor over the Indian Pines test site in Northwestern Indiana. The image is 145 by 145 pixels, with a spatial resolution of 20m per pixel. It is composed of 220 spectral channels, and the full spectral range was used for experiments. The data contains 16 classes, namely: Corn-no till, corn-min till, corn, soybeans-no till, soybeans-min till, soybeans-clean till, alfalfa, grass/pasture, grass/trees, grass/pasture-mowed, hay-windrowed, oats, wheat, woods, bldg-grass-tree-drives, stone-steel towers. The number of samples for each class in the available reference data can be found in [TAD 98]. Figure 12.3 depicts false color composite and the reference data. Ten percent of samples for each class are chosen randomly from the reference data, in order to be used as training samples.
12.3. Segmentation of Hyperspectral Images

Fu and Mui [FU 81] identified three classes of image segmentation techniques: Edge-based, region-based and characteristic feature thresholding or clustering. Methods from the first two classes operate in the spatial domain, while those from the last class work in the spectral domain. Finally, a combination of spatial-based and spectral-based segmentation is possible.

12.3.1. Spatial-Based Segmentation

Segmentation techniques working in the spatial domain search for groups of spatially adjacent pixels (regions) which are similar accordingly to the defined criterion. Edge-based techniques search for discontinuities in the image, while region-based techniques search for similarities between image regions.

In previous studies, several methods for multispectral image segmentation have been investigated. Numerous works exploit region merging techniques, where neighboring image segments are merged iteratively based mostly on their spectral similarity [DAR 03, TIL 03]. For instance, the eCognition software performs multiresolution segmentation, based on a bottom-up region merging [DAR 03]. Initially, each pixel is considered as a separate region, and subsequently pairs or regions are merged, based on a homogeneity criterion, which is a combination of spectral and shape properties. The main drawback of applying region merging for image segmentation is that the homogeneity criterion or convergence criterion must be chosen (in other words, the level of details for a segmentation map must be defined). For accurate segmentation,
these techniques usually produce a pyramid of segmentation maps, using a range of
thresholds. Then, manual interpretation of the results is needed.

Other studies exploit mathematical morphology based segmentation approaches [PES 01, 
SOI 96, FLO 98, SCH 01, LI 04, NOY 07, AK 08, TAR 08], which mostly use gra-
nulometries or watershed transformation. The extension of morphological operators
to the case of multispectral images is not straightforward, because there is no natural
means for total ordering of multivariate pixels, which is a requirement in mathematical
morphology. An extension of a watershed segmentation to the case of hyperspectral
images has been investigated by Noyel et al. [NOY 07] and Tarabalka et al. [TAR b].
In the following, the watershed segmentation technique is described, and then its ex-
tensions for hyperspectral images are presented.

12.3.1.1. Watershed segmentation

Watershed transformation is a powerful mathematical morphology technique for
image segmentation [BEU 79, SOI 03]. It considers a two-dimensional one-band image
as a topographic relief. The value of a pixel \( h \) stands for its elevation. The watershed
lines divide the image into catchment basins, so that each basin is associated with one
minimum in the image. The watershed transformation is usually applied to the gradient
function of the image. Gradient defines transitions between regions, so that it has high
values on the borders between objects and minima in the homogeneous regions. And
in this case, if the crest lines in the gradient image correspond to the edges of image
objects, watershed transformation partitions this image into meaningful regions.

A wealth of literature describes techniques for computing the watershed transfor-
mation (see for instance [VIN 91, MEY 94, STO 00, OSM 07]). Vincent and Soille [VIN 91]
have proposed an efficient watershed algorithm using flooding simulations, which has
become one of the classical algorithms to compute watersheds.

The output of the watershed transform is a partition of the image composed of re-
gions (sets of pixels connected to the same local minimum) and of watershed pixels
(the borders between the regions). Figure 12.4 shows an example of watershed trans-
formation in one dimension, where three regions, associated with the three minima,
are defined. The two maxima correspond to the borders between regions and are not
assigned to any region (watershed pixels).

Typically, the result of watershed segmentation on the gradient image without any
additional processing is a severe oversegmentation (every single local minimum of the
gradient leads to one region). Common ways to reduce the number of local minima
are to filter the original image or the gradient function (e.g., area filtering) or to use
markers [MEY 90]. The oversegmentation effect can be also corrected using some
post-processing, such as merging of similar neighboring regions.
In the next section, different approaches of the extension of a watershed segmentation to the case of hyperspectral images are presented.

12.3.1.2. Watershed segmentation of hyperspectral images

As previously mentioned, the watershed transformation requires as input a one-band image. Our objective is to apply watershed to a $B$-band hyperspectral image. Let us consider this image as a set of $n$ pixel vectors $X = \{x_j \in \mathbb{R}^B, j = 1, 2, ..., n\}$ (each pixel is characterized by its spatial location and a vector of spectral values; see Fig. 12.1). We denote also the image of every spectral band as $X_\lambda, \lambda = 1, 2, ..., B$.

Before computing a gradient, feature extraction on the original image can be performed, applying one of the transformations such as the Principal Component Analysis (PCA) [RIC 99, GUP 06], Maximum Noise Fraction (MNF) [GRE 88] and Independent Component Analysis (ICA) [WAN 06a, MOU 08]. The aim of this step is to obtain either a one-band image or a multi-band image which would contain enough information to distinguish between spatial structures in the image.

If a one-band image with a good distinguishing capability between structures can be obtained, the algorithm for computing a gradient and watershed is straightforward. For instance, for a one-band image $Y$, a basic morphological gradient (also called the Beucher gradient) can be applied. It is defined as the arithmetic difference between the dilation and the erosion of $Y$ by the structuring element $E$ (definitions of the dilation and the erosion can be found in [SOI 03]):

$$\rho_E(Y) = \delta_E(Y) - \varepsilon_E(Y).$$  \hspace{1cm} (12.1)

If, however, at the input of the gradient step we still have a multi-band image, we can proceed in different ways, that can be grouped into the following three categories:
- to compute a vectorial gradient;
– to compute a multidimensional gradient;
– to combine watershed segmentation maps \textit{a posteriori}.

These three options are discussed in the next three sections.

12.3.1.3. \textit{Computation of a vectorial gradient}

Vectorial gradients are based on the distance between pixel vectors, and produce from the $B$-band image one-band gradient [EVA 06, NOY 07]. Noyel \textit{et al.} [NOY 07] proposed to use a metric-based gradient for hyperspectral images, which is described as follows: For each pixel vector $x_p$, let $\psi = \{x_p, x_p', ..., x_p''\}$ be a set of $e$ vectors in the neighborhood of the vector $x_p$ (set $\psi$ does not contain $x_p$). The \textit{metric-based gradient} is defined as a difference between the \textit{supremum} and the \textit{infimum} of the defined distances between $x_p$ and vectors from the set $\psi$:

$$\nabla^{MB}_{\psi,d}(x_p) = \sup_{i \in \psi} \{d(x_p, x_i')\} - \inf_{j \in \psi} \{d(x_p, x_j')\}.$$ (12.2)

Various distances can be used to compute gradient from (12.2) such as Euclidean, Mahalabobis, chi-squared distances [NOY 07].

Another type of vectorial gradient is the \textit{Robust Color Morphological Gradient} (RCMG). It was developed for color images by Evans and Liu [EVA 06] and proposed to be used for hyperspectral images by Tarabalka \textit{et al.} [TAR 08]. For each pixel vector $x_p$, let $\chi = \{x_p, x_p', ..., x_p''\}$ be a set of $e$ vectors within a structuring element $E$, which defines the neighborhood of the vector $x_p$, and the set $\chi$ contains $x_p$. The \textit{Color Morphological Gradient} (CMG), using the Euclidean distance, is computed as

$$\nabla^{CM}_{\chi,d}(x_p) = \max_{i,j \in \chi} \{\|x_i' - x_j'\|_2\},$$ (12.3)

\textit{i.e.}, the \textit{maximum} of the distances between all pairs of vectors in the set $\chi$. One of the drawbacks of the CMG is that it is very sensitive to noise. To overcome the problem of outliers, the RCMG has been proposed [EVA 06]. The scheme to make the CMG robust consists in removing the two pixels that are the furthest apart and then finding the CMG of the remaining pixels. This process is repeated several times until a good estimate of the gradient is obtained. Thus, the RCMG, using the Euclidean distance, can be defined as

$$\nabla^{RCM}_{\chi,d}(x_p) = \max_{i,j \in \chi - REM_r} \{\|x_i' - x_j'\|_2\},$$ (12.4)

where $REM_r$ is the set of the $r$ vector pairs removed. The appropriate value of the parameter $r$ in (12.4) depends on the chosen structuring element $E$ and the amount of noise present in the image, as discussed in [EVA 06]. When a one-band vectorial gradient is computed, it is used as the input of the watershed algorithm.
Figure 12.5. Result of watershed segmentation for the University of Pavia image: (a) RCMG using the Euclidean distance, \( r = 1 \); (b) Watershed on the RCMG.

**Example 1:** RCMG on the University of Pavia image is computed by (12.4), with \( r = 1 \). Then watershed transformation is applied to the obtained gradient, using the algorithm of Vincent and Soille [VIN 91] (based on 8-neighborhood connectivity). Figure 12.5 shows the results of watershed segmentation (for a segmentation map, the colors of each region correspond to the label of this region, scaled in order to obtain a grey-scale 8-bit image). The segmentation map contains 11802 regions. As expected, the obtained segmentation results are severely oversegmented (each local minimum of the gradient results in one region). However, from visual observation undersegmentation is not present (or not significant). Therefore, the obtained regions can be further used as adaptive neighborhoods in spectral-spatial classification.

12.3.1.4. **Multidimensional gradient methods**

Another approach to compute a one-band gradient from the multi-band image consists in considering the \( B \)-band image as a set of \( B \) one-band images. In this case, the gradients of every spectral band can be computed, using for instance a morphological gradient (see (12.1)). Then the obtained \( B \) gradient images \( \rho_E(X_\lambda), \lambda = 1, 2, ..., B \) are combined into one image using linear or non-linear operators.

As an example of the linear operators, the weighted sum of gradients can be computed by
\[ \nabla^+_E(X) = \sum_{\lambda=1}^{B} \omega_\lambda \rho \nabla(x,\lambda), \tag{12.5} \]

Figure 12.6. Result of watershed segmentation for the Indiana image: (a) Sum of gradients over all bands; (b) Watershed on the sum of gradients over all bands.

Examples of non-linear operators are the supremum and the median operators. The gradient supremum over morphological gradients of every band is defined as follows: for every pixel the supremum over all gradient images is taken as the output value of this pixel.

Example 2: First, a morphological gradient of every band of the Indiana image is computed. Then, the sum of gradients is obtained by (12.5), assuming that \( \omega_\lambda = 1, \lambda = 1, 2, \ldots, B \). Finally, a watershed segmentation is applied, using the algorithm of Vincent and Soille. The obtained gradient and segmentation results are shown in Figure 12.6. The segmentation map consists of 1215 regions. As in Example 1, the segmentation results are oversegmented, but undersegmentation is not observed.

12.3.1.5. Combination of watershed segmentation maps

First, \( B \) standard gradients are computed, one for each spectral band. Then each gradient image is used to compute a watershed transformation. This gives \( B \) segmentation maps that can be further combined to provide a single output segmentation map.
One of the ways to combine the $B$ segmentation maps, in order to define relevant edges, consists in summing watershed lines. Here, for each segmentation map obtained from the gradient of band $\lambda$, a binary image $W_\lambda$ of watershed lines is produced. Thus, $W_\lambda$ is an image in which watershed pixels are equal to 1 and all other pixels are equal to 0. The sum of watershed lines is computed by

$$W = \sum_{\lambda=1}^{B} W_\lambda.$$  \hspace{1cm} (12.6)

The obtained image $W$ can be further thresholded, in order to define the border pixels that were presented in most of the segmentation maps, hence ensuring a reliable edge detection. However, when summing the watershed lines, we do not have information about regions anymore, but only about edges. Furthermore, some edges can become open after thresholding. Therefore, closing of edges and image region labeling must be performed after the procedure described above.

12.3.1.6. Segmentation map without watershed pixels

When one of the watershed segmentation techniques described above is applied to a hyperspectral image, in the resulting segmentation map each pixel contains a label of the region it belongs to, or a watershed pixel label (see Figure 12.4).

It is often desirable to produce a segmented image where each pixel belongs to some region, without border pixels between regions. In this case, each watershed pixel can be assigned to one of the regions in its neighborhood. For this purpose, a standard vector median [AST 90] for every region $S (S = \{s_j \in \mathbb{R}^B, j = 1, 2, ..., l\}, S \subseteq X$, with $l$ equal to the number of pixels in the region) can be computed. A standard vector median $s_{VM}$ for a set of pixel vectors is a vector, which fulfills the condition that the sum of the distances between this vector and all the other vectors in the set is minimal (for instance, $L_1$ norm is used to compute distances):

$$s_{VM} = \arg\min_{s \in S} \left\{ \sum_{j=1}^{l} \|s - s_j\|_1 \right\}. \hspace{1cm} (12.7)$$

Every watershed pixel is assigned to the neighboring region with the “closest” median, i.e., the distance between the vector median of this region and the watershed pixel vector is minimal.

12.3.2. Spectral-Based Segmentation

Spectral-based segmentation techniques search for similarities between image pixels and clusters of pixels, not taking into consideration the spatial location of these pixels.
Lambert and Macaire [LAM 00] have grouped these techniques into two classes: **Histogram-based** and **cluster-based** methods. The **histogram-based** methods relate the modes of a spectral histogram to homogeneous regions in the image [? PAC 03]. With a high dimensionality, these methods become memory-consuming and produce less accurate results. The **cluster-based** segmentation techniques aim at finding distinct structures in the spectral feature space. Thus, clustering is an exhaustive partitioning of a set of pixels from the input image into homogeneous groups of pixels.

A taxonomy and survey of clustering techniques can be found in [JAI 99]. Two principal groups of clustering methods can be distinguished: Hierarchical and partitional approaches. Hierarchical methods usually produce a dendrogram, where at the lowest level each cluster contains only one pixel (i.e., each pixel forms a cluster), and with the increase of levels the most similar clusters are merged (and the number of clusters decreases). Then, the result with the desired number of clusters can be chosen. Lee and Crawford [LEE 05] have applied the hierarchical clustering approach for unsupervised classification of hyperspectral images. Hierarchical clustering is a versatile technique for image segmentation that can produce a series of segmentation results. However, its application to high-dimensional data leads to significant time and memory requirements.

The alternative approach is partitional clustering. The algorithms of this approach produce a single partition of the data and have advantages when applying for large data sets, as they are computationally and memory less demanding than hierarchical clustering methods. However, the number of desired clusters must be chosen. The other problem accompanying the use of these techniques is that the clustering results depend on the initialization. In the next section, we present two approaches of partitional clustering and discuss their use for hyperspectral images.

### 12.3.2.1. Partitional clustering of hyperspectral images

The three principal stages of the clustering technique are:

1) **Feature selection/extraction**: Feature selection consists in identifying a subset of the original features. Feature extraction consists in applying one or more transformations of the input features to produce new salient features. As a pixel vector from hyperspectral image contains hundreds of spectral values, feature extraction/selection is often a required step, to reduce the dimensionality of the clustering/classification problem. The most common transformations are PCA [RIC 99], MNF [GRE 88], ICA [HYV 01, WAN 06a, MOU 08].

2) **Similarity measure**: Clustering aims at grouping pixels, so that pixels belonging to the same cluster are spectrally similar. To quantify this relationship, a similarity measure must be chosen. Proximity between pixels is usually measured by a distance function defined on pairs of spectral values. A simple distance measure like the Euclidean distance is often used to measure similarity between vectors. Description of various distance measures can be found in [DID 76, JAI 99, NOY 07].
3) **Grouping** : In this step, pixels are grouped into clusters. Partitional clustering algorithms identify the partition that optimizes a clustering criterion.

Tarabalka et al. [TAR a] have investigated two partitional clustering algorithms for segmentation of hyperspectral images: ISODATA (squared error clustering method) [BAL 65] and Expectation Maximization (EM) for the Gaussian mixture resolving [DEM 77]. Both ISODATA and EM are iterative optimization techniques. Thus, on each iteration \( i \), a partition \( Q_i^1, Q_i^2, \ldots, Q_i^C \) of the set \( X \) into \( C \) clusters is computed, so that \( Q_i^c = \{ x_{j,c} \in \mathbb{R}^B, j = 1, 2, \ldots, m_i^c \} \) contains the pixels belonging to the component \( c \) on the iteration \( i \), and \( m_i^c \) is the number of pixels in \( Q_i^c \).

### 12.3.2.2. **ISODATA algorithm**

The simplest and most frequently used criterion in partitional clustering is the squared error criterion, which is the most suitable in the case of isolated and compact clusters. The squared error for a clustering \( \Upsilon \) of a set \( X \) into \( C \) clusters is defined as:

\[
e_2(X, \Upsilon) = \sum_{c=1}^{C} \sum_{j=1}^{m_c} \| x_{j,c} - \mu_c \|^2
\]  

(12.8)

where \( \mu_c \) is the centroid of the cluster \( c \).

ISODATA clustering is a well-known algorithm [BAL 65] which uses the squared error criterion. It starts with a random initial partition of the pixel vectors into candidate clusters and then reassigns these vectors to clusters in such a way that the squared error (12.8) is reduced at each iteration, until a convergence criterion is achieved. The algorithm permits splitting, merging and deleting of clusters, in order to produce more accurate results and to mitigate dependence of results on the initialization.

The ISODATA algorithm is implemented in the ENVI software [env], where its application for hyperspectral images is straightforward. A vector of spectral values can be used as a feature vector for every pixel. When we have a reference map for the images, we can define a minimum number of clusters \( C_{\text{min}} \) equal to the number of classes in the reference map, and choose a maximum number of clusters \( C_{\text{max}} \) superior to this value.

### 12.3.2.3. **EM algorithm**

While ISODATA is a deterministic clustering approach, the EM algorithm belongs to the group of statistical algorithms. The underlying assumption for the mixture resolving approach to cluster analysis (that includes the EM algorithm) is that the pixel vectors are drawn from one or several distributions. Most often the individual components of the mixture density are assumed to be Gaussian. In this case, the parameters of a Gaussian mixture model have to be estimated. The EM algorithm was proposed
by Dempster et al. [DEM 77] to obtain iteratively a maximum likelihood estimate of the parameters of component densities from the pixel vectors.

To cluster a hyperspectral image by the EM technique, it is assumed that pixels belonging to the same cluster are drawn from a multivariate Gaussian probability distribution. Each image pixel can be statistically modelled by the following probability density function:

\[ p(x) = \sum_{c=1}^{C} \omega_c \phi_c(x; \mu_c, \Sigma_c) \]  

(12.9)

where \( \omega_c \in [0, 1] \) is the mixing proportion (weight) of cluster \( c \) with \( \sum_{c=1}^{C} \omega_c = 1 \), and \( \phi(\mu, \Sigma) \) is the multivariate Gaussian density with mean \( \mu \) and covariance matrix \( \Sigma \):

\[ \phi_c(x; \mu_c, \Sigma_c) = \frac{1}{(2\pi)^{B/2} |\Sigma_c|^{1/2}} \exp \left\{ -\frac{1}{2} (x - \mu_c)^T \Sigma_c^{-1} (x - \mu_c) \right\}. \]  

(12.10)

The parameters of the distributions \( \psi = \{C, \omega_c, \mu_c, \Sigma_c; c = 1, 2, ..., C\} \) can be estimated by an iterative method similar to the Classification Expectation Maximization (CEM) algorithm [CEL 92]. The detailed algorithm of parameter estimation for the considered method is given in [TAR a]. During the procedure of parameter estimation, pixels are assigned to the \( C \) clusters. Therefore, when the algorithm converges, the partitioning of the set of pixel vectors into \( C \) clusters is obtained.

The total number of parameters to be estimated is \( P = (B(B+1)/2 + B+1)C+1 \), where \( B \) is a dimensionality of feature vectors. If the value of \( B \) is large, \( P \) may be quite a large number. This may cause the problem of the covariance matrix singularity or inaccurate parameter estimation results. To avoid these problems, the spectral dimension of pixel vectors in hyperspectral data must be reduced. A simple method of feature extraction applied in [TAR a] consists in averaging every \( AW \) neighboring bands, so that:

\[ x_{j,b}^{\text{av}} = \frac{\sum_{i=1}^{AW} x_{j,(i-1)AW+b}}{AW}, \]  

(12.11)

where \( x_{j,i} \) is a value of pixel \( x_j \) in the input band \( i \) and \( x_{j,b}^{\text{av}} \) is a value of pixel \( x_j \) in the output band \( b; j = 1, ..., n; b = 1, ..., B_{\text{av}}, \) where \( B_{\text{av}} = n/AW \).

Although being simple, this method has proved its efficiency when dealing with hyperspectral data. A similar method was applied for feature reduction in [JEN 07], where averaging of contiguous spectral bands has been effectuated by applying piecewise constant functions. The method has shown to outperform most of the feature reduction methods proposed in the literature. Furthermore, more complex methods for feature extraction can be considered, such as the PCA, the ICA, the ISOMAP or clustering-based band selection [RIC 99, WAN 06a, WAN 06b, MAR 07].
12.3.2.4. *Segmentation using clustering*

The partitional clustering algorithm produces an exhaustive partitioning of the set of image pixels \( X \) into \( C \) clusters. Thus, each pixel has a numerical label of the cluster it belongs to. But as no spatial information is used during the clustering procedure, pixels with the same cluster label can be connected in the image plane, thus forming a spatial region, or they can belong to disjoint regions within the spatial coordinates. Therefore, in order to obtain a segmentation map (where each connected spatial region has a unique label), a connected components labeling algorithm must be applied to the output image partitioning obtained by the clustering algorithm [JAI 99, DRI 08, SHA 02]. This algorithm allocates different labels for disjoint regions in the image plane that were placed in the same cluster.

The obtained segmentation map can be oversegmented, as reported for example in [ACI 03]. However, the final goal is not to obtain the segmentation result, but to define adaptive neighborhoods in order to incorporate them into a spectral-spatial classifier. Therefore, oversegmentation is not a crucial problem, and undersegmentation is not desired. As oversegmentation is preferable to undersegmentation, a 4-neighborhood connectivity is preferable to use while performing the labeling of connected components.

**Example 3:** In this example, two described clustering techniques are applied for segmentation of the University of Pavia image. For the ISODATA algorithm, considering that image pixels belong to one of the nine classes (based on reference data), we chose the number of clusters as \( C_{\text{min}} = 9 \) and \( C_{\text{max}} = 10 \). The algorithm (ENVI implementation) splits all the pixels into 9 clusters. The EM clustering algorithm is performed with the maximum number of clusters \( C_{\text{max}} = 10 \). As explained before, the spectral dimension needs to be reduced before applying the EM algorithm. For this purpose, a 10-band image is obtained by averaging over every 10 neighboring bands\(^1\). At the output of the EM algorithm, the grouping of the image pixels into 10 clusters is obtained.

Figures 12.7(a) and 12.7(b) show the unsupervised classification maps obtained by the ISODATA and the EM algorithms, respectively. In each of these figures, different colors correspond to different clusters. As seen from the figures, the main spatial structures in the scene are well defined. Based on a visual inspection, the two obtained segmentation results are of comparable accuracies. The obtained unsupervised maps are clearly oversegmented, *i.e.*, there are cases where the regions of pixels belonging

---

\(^1\) The 103-band image was split into 10 groups of 10 bands, the three remaining bands were omitted.
to the same object are classified to different clusters. The classical connected components algorithm using the union-find data structure [SHA 02] is applied to these two unsupervised classification maps. The resulting segmentation maps contain 20952 and 21450 regions for the ISODATA and the EM techniques, respectively. In both cases, some regions contain a whole single physical object. At the same time, a lot of small, up to one-pixel regions, are present, which explains the large number of regions in the obtained segmentation maps.

12.3.3. Segmentation Both in the Spatial and Spectral Domain

In this section, the hierarchical image segmentation algorithm (HSEG) is described, as an example of a segmentation technique working both in the spatial and spectral domain. This technique developed by J. Tilton [TIL 98, TIL 03, TIL 08] is based on iterative hierarchical step-wise optimization (HSWO) region growing method [BEA 89]. Furthermore, it provides a possibility of merging spatially non-adjacent regions by spectral clustering.

The following description of the HSEG algorithm is based on the description given in [TIL 03, TIL 08]:
1) Initialize the segmentation by assigning for each pixel a region label. If a pre-segmentation is provided, label each pixel according to the pre-segmentation. Otherwise, label each pixel as a separate region.

2) Calculate the dissimilarity criterion value between all pairs of spatially adjacent regions.

3) Find the smallest dissimilarity criterion value $dissim_{val}$ and set $thresh_{val}$ equal to it. Then merge all pairs of spatially adjacent regions with $dissim_{val} = thresh_{val}$.

4) If a parameter $S_{wght} > 0.0$, merge all pairs of spatially non-adjacent regions with $dissim_{val} \leq S_{wght} \cdot thresh_{val}$.

5) If convergence is not achieved, go to step 2.

When determining most similar pairs of regions, a dissimilarity criterion must be chosen. As described in [TIL 08], a criterion of dissimilarity can be based on vector norms, mean-squared error, entropy, Spectral Angle Mapper (SAM), spectral information divergence.

The optional parameter $S_{wght}$ tunes the relative importance of spectral clustering versus region growing. If $S_{wght} = 0.0$, only merging of spatially adjacent regions is performed. If $0.0 < S_{wght} \leq 1.0$, merges between spatially adjacent regions are favored versus merges of spatially non-adjacent regions by a factor of $1.0/S_{wght}$. If $S_{wght} > 0.0$, labeling of connected components has to be applied after HSEG, in order to obtain a segmentation map where each spatially connected component has a unique label.

HSEG gives as output a hierarchical sequence of image partitions. In this structure, a particular object can be represented by several regions at finer levels of details, and can be assimilated with other objects in one region at coarser levels of details. This gives a flexibility to choose an appropriate level of details in the segmentation map. However, the merging of spatially non-adjacent regions is computationally demanding. In order to reduce computational demands, a recursive, divide-and-conquer, approximation of HSEG, called RHSEG, has been developed. The NASA Goddard’s RHSEG software provides an efficient parallel implementation of the RHSEG algorithm.

The use of the RHSEG algorithm for segmentation of hyperspectral images has been investigated by Tarabalka et al. [TAR 09]. The authors used a SAM between the region mean vectors as the dissimilarity criterion between regions. Good segmentation results has been achieved by using this method.

**Example 4:** The RHSEG algorithm is applied to the University of Pavia image, with a SAM between the region mean vectors as the dissimilarity criterion and $S_{wght} =$
Figure 12.8. RHSEG segmentation results for the University of Pavia image at different levels of details; $S_{\text{weight}} = 0.1$; (a) $L = 0$; (b) $L = 200$; (c) $L = 500$.

Figure 12.8 shows segmentation results at different levels of details $L$ (level of hierarchy in the hierarchical sequence of image partitions). Levels of segmentation details $L$ are chosen interactively with the program HSEGViewer [TIL 08]. At each next level of details, regions are merged and the number of regions decreases. Therefore, with the increase of $L$ the risk of undersegmentation increases. Although the oversegmentation is still present at level $L = 500$ (the segmentation map contains 7575 spatially adjacent regions), these segmentation results are accurate enough, and the regions from the segmentation map can further be used as adaptive neighborhoods into a classifier.

12.4. Spectral-Spatial Classification

In order to incorporate spatial information defined by regions from a segmentation map into a classifier, several approaches can be considered. Three major approaches have been used in previous works for spectral-spatial classification of hyperspectral data and we present them in the following.
12.4.1. **Object-Based Classification**

This approach consists in defining for every region a feature/set of features, and then classifying the whole region to one of the classes using this set of features.

Linden et al. [LIN 07] applied this approach for a classification of remotely sensed hyperspectral images. The authors used the vector mean as a feature for each region in a spectral-spatial classifier. First, they performed the segmentation of a hyperspectral image, based on region growing (using the eCognition software [DAR 03]). Then, a vector mean was computed for each region, such that the value in each band represented the average spectral information of the pixels in this region in the respective band. Afterwards, the regions were classified by an SVM classifier.

Widayati et al. [WID p] used the same spectral-spatial classification approach for a multispectral (4-band IKONOS) image. A segmentation map was obtained using the Merge Using Moments algorithm [COO 94], and then each region from the segmentation map was classified using its vector mean as a feature and a maximum likelihood classifier.

In both works, the obtained results were mostly not an improvement over those obtained by the pixel-wise classification, *i.e.*, when only spectral information was used.

12.4.2. **Combination of the Spectral and Spatial Information Within a Pixel Feature Vector**

Another approach of spectral-spatial classification consists in combining within a feature vector of each pixel both the spectral and spatial information, and then classifying each pixel using these feature vectors.

Numerous studies explored the use of composite kernels for integration of spectral and spatial information within feature vectors of pixels [LAF 05, CAM 06, CAM 08, FAU 08a, FAU 08b]. The framework of composite kernels, with its application for classification of hyperspectral images, is described in [CAM 06]. The authors present four different kernel approaches for the joint consideration of spectral and spatial information into classification: stacked feature approach; direct summation kernel; weighted summation kernel; cross-information kernel (see [CAM 06] for details). The first two moments were taken into account when building kernels. Furthermore, SVM classification was applied. The use of composite kernels led to the improvement of the classification accuracies when compared to the SVM classification using spectral information only.

Benediktsson et al. [BEN 05, PLA ] proposed to use extended morphological profiles (EMPs), obtained from the first principal components (PCs) of the hyperspectral
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data, as a collection of features for classification. In the resulting EMP, each pixel contains spectral and spatial information. The image was further classified by a neural network [BEN 05] or a SVM classifier [PLA]. Good classification accuracies were reported for this method, when compared to pixel-wise or other spectral-spatial classification techniques.

12.4.3. Combination of Segmentation and Pixel-Wise Classification Maps

Accordingly to this approach, a pixel-wise classification, based on the spectral information of pixels, and a segmentation are performed independently. Then, the results of a segmentation and classification are combined, using a defined fusion rule.

Li and Xiao [LI 04] used spectral and spatial information for classification of a multispectral (SPOT 5) image. A watershed segmentation and a maximum likelihood classification were independently performed. Then, pixels of the whole region were assigned to one class if more than 50% of pixels in this region were categorized into one class by a pixel-wise classifier. The classification results were substantially improved with the spectral-spatial approach compared to the pixel-wise classification.

Another, simpler approach, called majority vote, is described in the following. Segmentation and pixel-wise classification of an image are independently performed. Then, for every region in the segmentation map, all the pixels are assigned to the most frequent class within this region. Widayati et al. [WID p] and Tarabalka et al. [TAR 08, TAR a, TAR 09] used this approach for spectral-spatial classification of multispectral and hyperspectral images, respectively. Despite its simplicity, in both cases this approach has shown the best classification performances, when compared with other methods of fusion of spectral and spatial information. In the next section, we use this approach in order to classify hyperspectral images. The use of several segmentation techniques described above is investigated for this purpose. The SVM classifier is used for a pixel-wise classification of the images.

12.5. Experimental results

12.5.1. Spectral-Spatial Classification of the University Of Pavia Image

In this section we assess the accuracy of spectral-spatial classification using different segmentation methods in order to define adaptive neighborhoods and majority vote rule for the fusion of segmentation and pixel-wise SVM classification results.

First, segmentation of the University of Pavia image is performed, by using the following techniques:
1) Watershed segmentation is performed, using the algorithm of Vincent and Soille [VIN 91]. Two different gradients are used for this purpose:
   - RCMG is computed by (12.4), with \( r = 1 \) (see Example 1).
   - Sum of morphological gradients of every band (\( \text{SumBands} \)) is computed.

2) Segmentation by partitional clustering is applied, by using the ISODATA and the EM for the Gaussian mixture resolving algorithms, as described in Example 3.

3) The RHSEG is applied, with \( S_{\text{wght}} = 0.0 ; 0.1 ; 0.5 \). A SAM between the region mean vectors is chosen as the criterion of dissimilarity. Segmentation maps for several levels of hierarchy are chosen interactively (with the program HSEGViewer) for each value of \( S_{\text{wght}} \), in order to be used for spectral-spatial classification. In the following, the results leading to the best classification accuracies are shown (that correspond to the hierarchical levels 400, 500 and 200 for \( S_{\text{wght}} = 0.0 ; 0.1 ; 0.5 \), respectively).

Independently of the segmentation procedure, the pixel-wise classification is performed using the multi-class pairwise (one versus one) SVM classifier, with the Gaussian Radial Basis Function (RBF) kernel (by means of the LIBSVM library [CHA 08]). The optimal parameters \( C \) and \( \gamma \) were chosen by 5-fold cross validation: \( C = 128 \), \( \gamma = 0.125 \). Figure 12.9(a) shows the obtained classification map. Furthermore, the results of pixel-wise classification are combined with the segmentation results, using a majority vote rule. Table 12.1 gives the global and class-specific classification accuracies for the pixel-wise SVM and spectral-spatial classification. The following measures of accuracy are used:

- **Overall Accuracy** (OA) is the percentage of correctly classified pixels;
- **Average Accuracy** (AA) is the mean of class-specific accuracies, i.e., the mean of the percentage of correctly classified pixels for each class;
- **kappa coefficient** (\( \kappa \)) is the percentage of agreement (correctly classified pixels) corrected by the number of agreements that would be expected purely by chance [RIC 99].

Figures 12.9(b) and 12.9(c) show the classification maps for the spectral-spatial classification, using the segmentation maps obtained by the EM clustering technique and the RHSEG algorithm with \( S_{\text{wght}} = 0.1 \) (these two classification maps correspond to the best accuracies achieved by spectral-spatial classification). In order to compare these results with other works that used an SVM and spatial information for hyperspectral image classification, we have included in Table 12.1 accuracies of mathematical morphology-based classification of the University of Pavia image using an SVM, PCs and EMPs (EMP) [PLA]. This method was recently proposed by Benediktsson et al. [BEN 05] and is considered as one of the most advanced methods for spectral-spatial classification of a multi-band data. Other results of joint spectral-spatial classification of the University of Pavia image can be found in [AKS 06, FAU 07, FAU 08b].
Figure 12.9. Classification maps for the University of Pavia image: (a) Pixel-wise SVM; (b) SVM + EM; (c) SVM + RHSEG, with $S_{\text{wgt}} = 0.1$.

Tableau 12.1. Classification Accuracies in Percentage for the University of Pavia Image.

<table>
<thead>
<tr>
<th>Class</th>
<th>SVM</th>
<th>+Watershed</th>
<th>+Part.Clustering</th>
<th>+RHSEG</th>
<th>EMP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>OA</td>
<td>BA</td>
<td>AA</td>
<td>$\kappa$</td>
<td></td>
</tr>
<tr>
<td>asphalt</td>
<td>84.93</td>
<td>85.42</td>
<td>85.04</td>
<td>90.57</td>
<td>93.59</td>
</tr>
<tr>
<td>meadows</td>
<td>70.79</td>
<td>75.09</td>
<td>74.49</td>
<td>87.07</td>
<td>92.48</td>
</tr>
<tr>
<td>gravel</td>
<td>67.16</td>
<td>66.12</td>
<td>64.79</td>
<td>61.43</td>
<td>82.09</td>
</tr>
<tr>
<td>trees</td>
<td>97.77</td>
<td>98.56</td>
<td>97.18</td>
<td>98.59</td>
<td>99.21</td>
</tr>
<tr>
<td>metal sheets</td>
<td>99.46</td>
<td>99.91</td>
<td>99.64</td>
<td>99.46</td>
<td>100</td>
</tr>
<tr>
<td>bare soil</td>
<td>92.83</td>
<td>97.35</td>
<td>97.83</td>
<td>97.38</td>
<td>96.78</td>
</tr>
<tr>
<td>bitumen</td>
<td>90.42</td>
<td>96.23</td>
<td>94.29</td>
<td>99.69</td>
<td>92.46</td>
</tr>
<tr>
<td>bricks</td>
<td>92.78</td>
<td>97.92</td>
<td>98.78</td>
<td>98.69</td>
<td>97.80</td>
</tr>
<tr>
<td>shadows</td>
<td><strong>98</strong>.11</td>
<td>96.98</td>
<td>95.97</td>
<td>97.86</td>
<td>97.74</td>
</tr>
</tbody>
</table>
As can be seen from Table 12.1 and Figure 12.9, the SVM classifier gives high classification accuracies. Furthermore, the incorporation of spatial information into a classifier improves the classification accuracies and provides classification maps with more homogeneous regions, compared to pixel-wise classification. All segmentation maps lead to higher classification accuracies. The best global accuracies are achieved when performing spectral-spatial classification using the RHSEG algorithm for image segmentation with $S_{wght} = 0.1$ (i.e., performing segmentation both in the spatial and spectral domain). In this case, the overall accuracy is improved by 12.8 percentage points and the average accuracy improved by 8.8 percentage points compared to the pixel-wise SVM classification. The RHSEG with $S_{wght} = 0.0$, i.e., when the merging of only spatially adjacent regions is possible, leads to slightly lower accuracies. When the merging of spatially non-adjacent regions becomes more favored (for $S_{wght} = 0.5$, classification accuracies are also lower then for $S_{wght} = 0.1$. From here, a conclusion can be made that the best performances are achieved when performing segmentation both in spatial and spectral domain, but the merging of adjacent regions is favored.

Classification using the segmentation maps obtained by partitional clustering techniques also gives very high accuracies, though slightly lower than the best accuracies achieved with the RHSEG technique. Watershed segmentation performs worse than other segmentation techniques for the given data set. From here, the conclusion can be made that the considered image contains classes with mostly dissimilar spectral responses. Therefore, segmentation using cluster-based methods or combination of spatial-based and cluster-based techniques gives accurate results.

Spectral-spatial classification significantly improves accuracies for almost all the classes. Only for the class shadows the accuracy of classification is non-significantly reduced or is not changed. This class presents small spatial structures that are in danger to be assimilated with the larger structures in their neighborhood. However, when comparing the classification accuracies for this class obtained with the segmentation techniques working mostly in the spectral domain (the ISODATA, the EM, the RHSEG with $S_{wght} = 0.5$) with those working in the spatial domain, it can be concluded that spectral-based segmentation techniques lead to lower risk of removing small spatial structures than spatial-based techniques. Furthermore, as the HSEG gives a hierarchy of segmentation maps at different level of details, it is interesting to investigate how multiscale analysis can help to preserve small structures in the image.

Finally, when the obtained results are compared with the recent results of spectral-spatial classification, using the SVM and EMPs (see Table 12.1), the majority vote within adaptive neighborhoods gives significantly higher global accuracies and higher class-specific accuracies for most of the classes. Thus, the described spectral-spatial classification method appears to be appropriate for classification of hyperspectral images of an urban area.
Figure 12.10. Classification maps for the Indiana image: (a) Pixel-wise SVM; (b) SVM + Watershed on the sum of gradients over all bands; (c) SVM + ISODATA; (d) SVM + RHSEG, with $S_{\text{wght}} = 0.0$.

12.5.2. Spectral-Spatial Classification of the Indiana Image

In the second case study, spectral-spatial classification of the Indiana image is performed. This image of a rural area contains more bands (number of bands $B = 220$) and a lower spatial resolution as compared to the University of Pavia image.

First, the image is segmented, by using different methods:

1) Watershed segmentation on the RCMG and on the sum of gradients of every band is applied, in the same way as for the University of Pavia image.

2) The ISODATA and the EM algorithms are applied to perform a segmentation by partitional clustering. The ISODATA is performed with $C_{\text{min}} = 16$ and $C_{\text{max}} = 19$. The EM clustering is applied to the 22-band image (obtained by averaging over every 10 neighboring bands of the original data), with $C_{\text{max}} = 17$. The grouping of image pixels into 17 clusters is obtained in both cases.

3) The RHSEG is performed, with $S_{\text{wght}} = 0.0 ; 0.1 ; 0.5$ and a SAM between the region mean vectors as the dissimilarity criterion. The results obtained by using the level of details leading to the best classification performances are shown hereinafter ($L = 150 ; 100 ; 120$ for $S_{\text{wght}} = 0.0 ; 0.1 ; 0.5$, respectively).

Multi-class, one versus one, SVM classification is performed on the original image using the Gaussian RBF kernel. The parameters $C$ and $\gamma$ are determined by 5-fold cross validation giving: $C = 1024$, $\gamma = 2^{-7}$. The resulting classification map is given in Figure 12.10(a). Finally, majority voting within the regions from each of the segmentation maps is performed. Table 12.2 gives classification accuracies for the pixel-wise SVM and spectral spatial classification. Classification maps for the spectral-spatial classification, using watershed on the sum of gradients over all bands, the ISODATA and the RHSEG segmentation techniques are shown in Figure 12.10.
Tableau 12.2. Classification Accuracies in Percentage for the Indiana Image.

<table>
<thead>
<tr>
<th></th>
<th>SVM</th>
<th>+Watershed</th>
<th>+Part.Clustering</th>
<th>+RHSEG</th>
</tr>
</thead>
<tbody>
<tr>
<td>OA</td>
<td>78.76</td>
<td>92.48</td>
<td>93.78</td>
<td>88.53</td>
</tr>
<tr>
<td>AA</td>
<td>69.66</td>
<td>77.26</td>
<td>80.53</td>
<td>79.01</td>
</tr>
<tr>
<td>κ</td>
<td>75.73</td>
<td>91.39</td>
<td>92.88</td>
<td>86.90</td>
</tr>
<tr>
<td>corn-no till</td>
<td>74.59</td>
<td>87.45</td>
<td>90.24</td>
<td>79.32</td>
</tr>
<tr>
<td>corn-min till</td>
<td>64.58</td>
<td>88.42</td>
<td>90.68</td>
<td>84.95</td>
</tr>
<tr>
<td>corn</td>
<td>58.77</td>
<td>81.04</td>
<td>86.73</td>
<td>75.83</td>
</tr>
<tr>
<td>soybeans-no till</td>
<td>69.76</td>
<td>83.26</td>
<td>89.56</td>
<td>83.85</td>
</tr>
<tr>
<td>soybeans-min till</td>
<td>79.21</td>
<td>98.47</td>
<td>99.33</td>
<td>93.16</td>
</tr>
<tr>
<td>soybeans-clean till</td>
<td>75.41</td>
<td>94.39</td>
<td>95.48</td>
<td>85.17</td>
</tr>
<tr>
<td>alfalfa</td>
<td>32.65</td>
<td>44.90</td>
<td>44.90</td>
<td>12.24</td>
</tr>
<tr>
<td>grass/pasture</td>
<td>87.05</td>
<td>94.42</td>
<td>93.53</td>
<td>93.08</td>
</tr>
<tr>
<td>grass/trees</td>
<td>92.72</td>
<td>99.11</td>
<td>99.11</td>
<td>94.80</td>
</tr>
<tr>
<td>grass/pasture-mowed</td>
<td>29.17</td>
<td>0.00</td>
<td>45.83</td>
<td>91.67</td>
</tr>
<tr>
<td>hay-windrowed</td>
<td>96.37</td>
<td>98.41</td>
<td>99.32</td>
<td>97.51</td>
</tr>
<tr>
<td>oats</td>
<td>22.22</td>
<td>0.00</td>
<td>0.00</td>
<td>16.67</td>
</tr>
<tr>
<td>wheat</td>
<td>90.58</td>
<td>99.48</td>
<td>99.48</td>
<td>93.19</td>
</tr>
<tr>
<td>woods</td>
<td>91.07</td>
<td>97.68</td>
<td>97.51</td>
<td>97.17</td>
</tr>
<tr>
<td>bldg-grass-tree-drives</td>
<td>65.50</td>
<td>84.21</td>
<td>75.44</td>
<td>79.53</td>
</tr>
<tr>
<td>stone-steel towers</td>
<td>84.88</td>
<td>84.88</td>
<td>81.40</td>
<td>86.05</td>
</tr>
</tbody>
</table>

Despite the low spatial resolution of the image, 78.76% of pixels from the test set are correctly classified by the SVM classifier. The classification accuracies for the classes alfalfa, grass/pasture-mowed and oats, which are represented by only a few samples in the training set (further called as small classes), are low (less than 33%). Consequently, the average classification accuracy is only 69.66%. Furthermore, incorporation of spatial information from any of the segmentation maps into a classifier improves the classification accuracies. The classification maps obtained by the spectral-spatial classification (see Figure 12.10) are seen to be much less noisy than the one obtained by the pixel-wise classification.

The use of the watershed segmentation map based on the sum of gradients over all bands leads to the the highest overall accuracy (an improvement by 15.0 percentage points when compared to the pixel-wise classification) and kapp coefficient, while the highest average accuracy is achieved by applying the RHSEG algorithm with $S_{\text{wght}} =$
0.1 (it is 10.9 percentage points higher than for the pixel-wise classification). The RHSEG with $S_{\text{weight}} = 0.0$ also gives very high classification accuracies.

The watershed based on the RCMG gives lower classification accuracies than the one based on the sum of gradients over all bands. This can be explained by the fact that the Indiana image contains more bands (220 versus 103 bands for the University of Pavia image). Furthermore, the vectorial RCMG, based on the Euclidean distance between pixel vectors does not give accurate results due to the curse of dimensionality. In this case, it appears to be more appropriate to compute marginal gradients of every band and to sum them together or to reduce the spectral dimension by performing feature extraction first, and then compute a gradient (as discussed in [TAR b]).

Segmentation maps obtained by partitional clustering techniques lead to lower classification accuracies than the watershed and the RHSEG segmentation. From here, the conclusion can be made that for the Indiana image the segmentation methods working in the spatial domain (watershed, the RHSEG with $S_{\text{weight}} = 0.0$) appear to give better accuracies than those working in the spectral domain (partitional clustering, the RHSEG with $S_{\text{weight}} > 0.0$). This can be explained by the fact that in the Indiana image some classes have very similar spectral responses (for instance, three classes of corn, three classes of soybeans). Therefore, for the considered image the methods related on the spectral information (clustering) behave worse while discriminating regions corresponding to different classes than the methods working in the spatial domain. As shown in the previous section, for the University of Pavia image cluster-based methods or combination of spatial-based and cluster-based techniques are preferable for segmentation. One of the possible explanations is that the classes in the University of Pavia image are more spectrally different than in the Indiana image. From the other side, an urban area contains complex and small structures, such as shadows. The clustering techniques differentiate them better, while the techniques working in the spatial domain tend to assimilate them with neighboring structures.

Class-specific accuracies are improved by spectral-spatial classification for almost all the classes, except for the class oats. For this class, none of the pixels from the test set is identified correctly by most of the spectral-spatial classifiers. The oats class is represented by only two samples in the train set, and a pixel-wise SVM classifier correctly classified four oats pixels from the test set. Therefore, when performing segmentation following by majority voting, these four correctly classified pixels risk to be easily assimilated with their neighboring regions. Reasons for the potential misclassification of small classes are discussed in [TAR a].

12.6. Conclusion

Hyperspectral imaging provides rich spectral information per pixel, increasing the capability to distinguish physical structures in a scene. However, a large number of
Spectral-Spatial Classification

Spectral channels present challenges to image classification. While pixel-wise classification techniques process each pixel independently without considering information about spatial structures, further improvement of classification performances can be achieved by the incorporation of spatial information into classifier, especially in areas where structural information is important to distinguish between classes.

One of the recently proposed approaches of spectral-spatial classification of hyperspectral imagery consists in performing an image segmentation, in order to use every region from the segmentation map as an adaptive spatial neighborhood for all the pixels within this region. Furthermore, this spatial information must be combined with the available spectral information into a classifier. There are different approaches for fusion of spectral and spatial information for classification. A simple approach leading to good classification performances consists in performing pixel-wise classification and segmentation independently, and then assigning all the pixels of every region to the majority class within this region (majority vote rule). An SVM classifier have shown to be very well suited to classify hyperspectral data. Therefore, it can be used as a pixel-wise classifier in the described spectral-spatial classification scheme.

The choice of an appropriate segmentation technique is important for achieving the best segmentation and classification performances. As was discussed in this chapter and validated by experimental results on two hyperspectral data sets, the spatial-based segmentation techniques appear to be preferable when an image contains classes with similar spectral responses (images of a vegetation area are often a case, when an accurate distinction between different species of vegetation is required). If an image contains classes with dissimilar spectral responses, cluster-based segmentation techniques give good segmentation results. Furthermore, cluster-based methods can be helpful if an image contains a lot of small and complex spatial structures that face a risk of being assimilated with larger neighboring structures (for instance, remote sensing images of an urban area). The segmentation methods working both in the spatial and spectral domain appear to be promising for obtaining accurate segmentation results on different images. The RHSEG segmentation method provides a possibility for choosing the relative importance of spatial-based versus spectral-based processing. Furthermore, this technique gives good segmentation results and leads to the best classification accuracies. The RHSEG gives as output a hierarchical sequence of image partitions. In order to achieve the highest classification accuracies, an appropriate level of details must be chosen, or multiscale analysis can be conducted. The manual selection of an appropriate level is time-consuming. Therefore, the automatic selection is desired. The possibility of the automated selection of results for the RHSEG was previously explored in [PLA 05]. Furthermore, it is interesting to investigate how multiscale analysis can help in preserving small structures in the image.
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Parallelizing Image Analysis Applications for Spectral Microscopy

13.1. Opportunities in Spectral Microscopy

Spectral imaging combines two technologies that have independently evolved for the last several decades, namely spectroscopy and imaging. Systems that leverage the two technologies simultaneously have been used in the fields of astronomy [KIM 03], remote sensing [KER 02], and chemical compound analysis [KUL 03] to identify the composition and characteristics of celestial, terrestrial, and atmospheric elements. In recent years, spectral imaging has also been used in biomedical applications such as spectral karyotyping [WEI 05], general cell visualization [MAI 03], cell trafficking of variously colored fluorescent proteins [HAR 02], and differentiation of pathologies [ROY 95]. Spectral imaging systems developed to facilitate various biomedical applications have typically been coupled with traditional microscopes to enable spectral microscopy. Spectral microscopes provide the combined benefits of spectroscopy and imaging microscopy, resulting in the ability to acquire spectral images of microscopic specimen.

Spectral images are three dimensional (3D) cubes of data $I_{x,y}(\lambda)$ comprised of a series of two dimensional (2D) images $I_{x,y}$, one for each wavelength, $\lambda$. Each point within the spatial extent of the image, $(x, y)$, is comprised of a spectral pixel, corresponding to a vector of intensity values, where the dimension of the vector is equivalent to the size of the third dimension of the data cube. In other words, each pixel location $(x, y)$ contains a spectral signature stored along the $\lambda$ axis corresponding to the spatial dimensions.
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location in the image. This representation is as depicted in figure 13.1. There are primarily three different ways that spectral images may be stored for digital processing. The most common approach is Band-Sequential (BSQ) where each wavelength is stored as a separate image and the entire set of images is stored as a cube [BEA 03]. Other mechanisms include the Band-Interleaved-Pixel (BIP) and the Band-Interleaved-Line (BIL) formats. In BIP, all corresponding wavelength intensity values belonging to each pixel location are stored in a sequential fashion. BIP is advantageous over BSQ in that it allows access to the spectral values of an individual pixel without having to read all of the image. Finally, BIL is an interleaved format that stores all spectral values associated to each scanline of an image in a sequential order.

Spectral microscopes capable of image acquisition combine different mechanisms of specimen excitation and spatial scanning. As defined in [LEV 06], they can be classified as wavelength-scan, spatial-scan, or time-scan methods. Wavelength-scan approaches are by far the most common, allowing for a series of 2D image acquisition, one for each wavelength of interest. Hence, the spectral data cube is populated one planar image at a time and corresponds directly to the BSQ image storage format. This mode of imaging is enabled mostly through the use of optical filters placed in the path of specimen excitation or in the path of image sensing. However, the use of optical filters can be limiting such that only a limited number of wavelengths can be measured due to the restriction on the number of filter wheel slots available on most microscopes. A more flexible method is through the use of tunable filters such as Circular-Variable Filters (CVF), Liquid-Crystal Tunable Filters (LCTF), or the Acousto-Optical Tunable Filters (AOTF) [WYA 75, MIL 91, GAT 00]. Each of these filters offer a broad range of selectable wavelengths for specimen examination. The limiting factor in this case is a relatively low transmission efficiency and fixed spectral resolution for a given wavelength [LEV 00]. Another alternative for wavelength-scanning is the use of a
monochromator for specimen illumination. A monochromator uses a prism or grating to emit narrow band of light. It is a mechanical device with many moving parts, and thus limits the speed at which one can change the wavelength of emitted light. On the other hand, it offers the user the ability to achieve the desired trade-off between the bandwidth of emitted light and the amount of light intensity desired for specimen examination. This offers significant advantage in application that require imaging with low sensitivity [LEV 00].

Spatial scanning methods are akin to line-scan imaging wherein the spectrum of an entire line of pixels is acquired simultaneously. This mode of imaging uses prisms or gratings to spread the light onto a 2D imaging sensor (e.g. CCD) such that all columns record a single row of pixels from the specimen, but each element of the column corresponds to a different wavelength. Hence, images are captured as $I(x, \lambda)$ and scanned across $y$. The scanning across $y$ is typically performed by physically moving the specimen to be imaged. The spectral image format most suited for this mode of imaging is BIL.

The final alternative to the above two scanning methods is time-scan techniques that rely on data transformations to acquire spectral images. One such approach is Fourier spectroscopy [BAY 02, MAL 96], which does not require the use of any filters or spectral light sources, instead exploits principles of light interference to deconvolve the measured spectrum. This approach uses an interferometer that splits a beam of light generating an optical path difference (OPD). The result is a time delay in the travel between the two beams. As the beams travel through the sample, they are recombined to interfere at the detector. Multiple OPDs are generated and intensity corresponding to each is recorded, resulting in a pattern known as the interferogram. Fourier transform of the interferogram gives the spectral image. While the method is elegant and theoretically well-founded, it suffers from high computational complexity due to the required data transformations as well as an inability to select specific wavelengths of interest since the entire spectrum must be captured to acquire any portion of it.

Independent of the mode of acquisition, a spectral image contains thousands of spectral pixels. The data files generated are multidimensional and large in size, necessitating innovative mechanisms for analysis and visualization. Many modern data and image processing algorithms are relevant, and in some cases, adequate, for spectral image processing [CAR 03]. Some applications may require the design of new algorithms capable of leveraging both the spectral and image information [SCH 05, SHA 05]. In the following section, we introduce an application of spectral microscopy in the context of clinical cytology and cancer screening. The potential benefit of spectral imaging is presented along with challenges associated with design and development of computer systems capable of processing acquired images.
13.1.1. Example Application: Thyroid Fine Needle Aspiration Cytology

Cancer continues to remain a major health problem in the United States, with one of two men and one of three women developing cancer in their lifetime. Among various cancers, thyroid nodule is a common cancer of the thyroid gland. It has been estimated that up to 20% of the world population and approximately 50% of 60-year-old persons have palpable thyroid nodule or nodules [HEG 04]. The clinical spectrum ranges from the incidental, asymptotic, small, solitary nodule, in which the exclusion of cancer is a major concern, to the large, partly intrathoracic nodule that causes pressure symptoms, for which treatment is warranted regardless of cause. In spite of the growing incidences of thyroid lesions, the rate of thyroidectomies is on the decline. Early detection of the disease has been partly responsible for improved outcomes. Among screening and detection procedures, fine needle aspiration (FNA) is believed to be a safe, inexpensive, and minimally invasive procedure to diagnose tumors [GHA 93]. For cytological evaluation of FNA samples, smears are appropriately prepared and stained. Typically, the stain changes the color of the cells and tissue so that examination of the smear under standard microscopes with moderate magnification (20–40x) is sufficient for clinical evaluation.

With the advances in imaging technology, there is considerable interest in automated analysis of FNA cell smears that could help to reduce the time required for manual screening and increase the detection rate of abnormalities [ASS 03]. Several commercial products, such as ScanScope from Aperio Technologies, DX-40 from DMetrix, Inc., and iScan from BioImagene, Inc., have been developed to automate the process of digitizing microscope slides. They provide high throughput capabilities to digitize cell smears, resulting in a stitched image of scan areas of the order of 1.5cm x 1.5cm in less than 5 minutes. This provides a single image per smear that can be as large as 60,000 x 60,000 pixels under 40x magnification (resolution of 0.25µm/pixel). More recently, multispectral microscopes capable of acquiring spectral images under transmitted illumination have also been used to digitize and analyze cell smears [SHA 08, FEN 07]. Spectral imaging allows for the simultaneous measurement of spectral and spatial information of a sample such that the measurement of the spectral response at any pixel of a two-dimensional image is possible. Figure 13.2 shows a single field-of-view of a thyroid FNA cell smear. The image on the left is acquired using a standard brightfield optics while the one of the right shows four spectral bands acquired using an upright microscope attached to a monochromator for narrowband specimen illumination.

Studies have shown that biological tissue exhibits unique spectra in transmission. By exploring the spectral differences in tissue pathology, many chemical and physical characteristics not revealed under traditional imaging systems can be realized and used to improve the analysis efforts. Several efforts have already resulted in algorithms for cell segmentation, morphometric and karyometric feature analysis, as well as computer assisted diagnosis (CAD), with cell segmentation being the most challenging step for automated systems. However, to our knowledge, most of these efforts have been
relatively limited in size due to the large data size and the computational bottlenecks. It is not uncommon to acquire anywhere from 5 to 31 spectral channels for each sample. Considering an average size of the smear to be 1.0cm x 1.0cm, the image cube to be analyzed would be approximately 8GB to 50GB in size, depending on the number of spectral bands. This creates difficulties in analyzing the entire data set on a standard desktop. On the other hand, for any CAD system to be useful in clinical pathology, the time taken for analysis has to be minimized. This necessitates that an acceptable analytical solution maximize its ability to leverage modern computing systems.

13.2. Opportunities in Computing

Since more than two decades micro-processor developments are often characterized by Moore’s Law [MOO 65]. Gordon E. Moore, one of the co-founders of Intel, observed that the number of transistors that can be placed on a integrated circuit doubles
every two years. From the perspective of the average end-user, one of the main implications of this law was/is, that each generation of micro-processors had a significant number of new features and thus better performance compared to the previous generation. In the nineties, most of the features introduced with a new processor generation focused on improving the performance of a single application process or thread. The most prominent representatives of this era are the introduction of dynamically scheduled processors which allow for the out-of-order execution of instructions, predicting the outcome of branches in the application and speculative execution of subsequent instructions, the ability to issue multiple instructions per cycle (e.g. superscalar architectures, very long instruction word architectures), and adding functional units capable of vector instructions (e.g. MMX, SSE, Altivec). Each of these features required a significant amount of logic and additional transistors on the processor. Combined with the ever increasing frequency of microprocessors, end-users got accustomed to the notion, that whenever their application faces performance problems, purchasing the most recent computer will increase the performance of their (sequential) code without requiring any modification to the application and therefore without investing any efforts.

Most processors available today run at a lower frequency than the systems available a couple of years ago. One of the main reasons for this is the power consumption of micro-processors, which increases with the frequency of the processor. At the same time, all major processor manufacturers acknowledged, that the performance of a single application cannot (easily) be further improved. The main reason for this is that the amount of parallelism available in a single instruction stream is fundamentally limited, and thus most of the functional units of a processor idle most of the time. As a result, architects focus on finding instructions from multiple instruction streams to execute concurrently, e.g. through the utilization of simultaneous multi-threading techniques (e.g. Intel’s hyperthreading [MAR 02]), and through the usage of multiple compute cores on a single die.

As of today, all processors available in commodity systems are multi-core processors, which pose a major challenge to the average end-user: purchasing a new computer today will in fact give the user more compute cores and therefore more computer power compared to its predecessors. His (sequential) application will however not run any faster on such a system, since it is not able to utilize more than one compute core at a time. In order to fully exploit such a multi-core processor, the end-user will have to modify his code and explicitly denote the parallelism available in the application.

In the following, we would like to discuss some of the current developments in the processor market which might have potentially significant implications for the development of high performance applications for multi-spectral image analysis: homogeneous multi-core processors, heterogeneous multi-core systems potentially using compute accelerators, and clustered systems. We will conclude this section with a brief discussion of programming models for these systems.
13.2.1. Homogeneous Multi-Core Processors

Today’s high end computing systems rely mostly on multi-core and multi-threaded processor technologies. In the TOP500 list of June 2008, a webpage summarizing the 500 most powerful computer systems in the world, 56% of all machines listed use quad-core processors [TOP 08] and the vast majority of the remaining machines utilize dual-core processor technology. However, compilers and end-users performing processor-specific optimizations have to take into account the (significant) differences between the Intel, AMD, IBM, or SUN multi-core architectures in areas such as cache organization, connectivity between the cores, and organization of the I/O channels on the chip.

Consider as an example two of the most popular quad-core processor available today, the Intel Xeon processor (Tigerton) and the AMD Opteron processor (Barcelona). Figure 13.3 shows the basic architecture of a compute node consisting of four Intel Xeon processors, resulting in 16 compute cores in that system, and its AMD Opteron counterpart. Comparing a single chip with four cores each, the most striking difference between the two architectures is that the Intel processor offers a non-uniform connectivity between its four compute cores. The processor contains two pairs of two compute cores which are connected through the Level 2 cache (L2). This architecture has a consequence for the application developers in that it is sensitive to the location on where two application processes/threads are running. Consider a multi-threaded application which executes two concurrent threads. In case both threads run within the same pair of cores, the access to shared data items between the threads will be through the Level 2 cache. In case the threads are running however on cores which are not connected by the L2 cache, the synchronization of the shared data items will occur through the main memory, which will lead to a significantly lower performance compared to the first case. This problem is known as the thread affinity or process affinity problem. The AMD architecture does not have this hierarchy in the interconnect of the cores within a single die: all four cores of the Barcelona processor are connected through the L3 cache, making them insensitive to the thread-affinity problem described above. All modern operating systems offer mechanism to influence the location of a thread or process by overriding the default selection of the operating system.

Figure 13.3. Block Diagram of a multi-processor quad-core Intel Xeon (left) and a multi-processor quad-core AMD Opteron node (right).
A multi-processor node containing more than one quad-core processor exposes however an entirely different picture. While the Intel Tigerton architecture offers a symmetric shared memory view, a system consisting of multiple AMD Opteron processors is organized as a Non-Uniform Memory Architecture (NUMA). In the latter case, each processor has its own main memory controller and manages a portion of the overall main memory. Although the address space is divided across all processors, every process still has access to any memory location in the system. However, depending on whether the data item is locally available in the main memory of the processor where the according process is executed, or whether it has to be accessed from the main memory of another processor, the costs for accessing the data item will vary significantly. This problem is often referred to as the memory affinity problem. Note, that both multi-processor configurations expose the process and thread affinity problem.

Comparing the performance of systems utilizing these two processors for various applications, such as reported in [BAR 08], reveals that the AMD Opteron system typically outperforms the Intel system for memory intensive applications. The NUMA architecture allows to utilize multiple memory controllers and memory banks in parallel, and thus has a higher overall data throughput between the main memory and the compute cores. On the other hand, applications that are not limited by the memory bandwidth often perform better on the Intel system due to the lower communication costs between the compute cores and the higher frequency of the Intel processors.

13.2.2. Heterogeneous Multi-Core Systems

In recent years, heterogeneous multi-core systems have emerged, many of them focusing on graphical and image processing applications. Most heterogeneous systems use compute accelerators in a commodity of-the-shelf PC, such as Clearspeed cards [Cle 08], Nvidia GPGPUs [WAS 07] or the Intel Larrabee [SEI 08] chipset. These accelerators offer tremendous performance benefits compared to regular CPUs for a small but relevant subset of compute operations.

The most widespread accelerator in image processing is the Nvidia G80 chip available on many NVIDIA graphics cards. The chip contains 128 stream processors (SPs). The 128 SPs are divided into groups of 16 SPs each, each group of SPs is connected by a separate L1 cache. The SPs have access to their own dedicated main memory, which guarantees very high data transfer rates. The G80 shows very good performance for operations which can utilize the large number of SPs efficiently, such as fast-fourier transforms or certain vector instructions. The main problem with using the G80 processor efficiently is its programing. Since the SPs have a different instruction set architecture than the regular CPU of the PC, the application developer has to create executables for each code section that shall be executed on the GPU and
launch the executable. Although these characteristics are abstracted into the program-
mung language supported by the GPU (CUDA [THO 08]) and is a common approach
in embedded systems, it is counterintuitive for many C/C++ programmers.

The IBM Cell processor [JOH 07] takes the heterogeneous computing aspects to
the next level by providing a single processor that has different types of compute cores
already built in. Originally targeting the Playstation console of Sony, the processor has
gained popularity due to its overwhelming performance characteristics. Roadrunner,
the first computer in the world which has a sustained performance of more than a
PetaFLOP \((10^{15})\) floating point operations per second), uses a combination of the Cell
and AMD Opteron processors.

The Cell processor consists of a general purpose processor element (PPE) which
is derived from the IBM PowerPC processor, and eight synergistic processor elements
(SPE). The main function of the PPE is to coordinate the work of the SPEs. The
SPEs, similar to the SPs in the Nividia GPU, are simplified processors optimized for
a subset of the regular compute operations. Each SPE acts as a vector unit, which
leads to optimal performance for instructions operating on multiple data items. The
overall performance of a single Cell processor can reach up to 204.8 GFLOPS for
single precision operations, or 102.4 GFLOPS for double precision operations. This
outperforms a 2.0 GHz quad-core AMD Opteron processor by up to a factor of 6,
which can achieve a theoretical peak performance of 32 GFLOPS. Similar to the G80
however, the main drawback with the Cell processor is that it requires programmers
to significantly modify their source code in order to utilize the SPEs.

13.2.3. Clustered System

A complementary approach to adding more processors into a single PC is to com-
bine multiple PCs to a compute cluster. There are two benefits of clustering PCs com-
pared to further increasing the number of processors in a single system. First, certain
internal resources such as the memory bandwidth scale with the number of PCs. Al-
though scaling the memory bandwidth can also be achieved by the NUMA approach
described above, a NUMA architecture is still sensitive to performance degradations
due to cache coherence problems. Since each PC has its own independent main me-
ory, a PC cluster provides a distributed memory architecture, which is not vulnerable
to cache coherence problems. Second, a PC cluster is more robust than a single PC :
the failure of a single compute node will not affect the other nodes in the cluster. This
is not the case for ‘fat’ multi-processor PC with a large number of cores and CPUs. A
shared memory system only runs a single instance of the operating system. Therefore,
if a single compute core crashes, the entire PC/node will go down.

In order to efficiently utilize a PC cluster, the programmer has to modify once
again his application. The main modification required is, that the application has to
be broken up into multiple pieces which can be executed concurrently. Typically, this happens either on the data level, i.e. each process works on a different portion of the overall data set, or on the functional level, i.e. each process performs a different operation on the data items. There are two system aspects which have to be taken into consideration in order to utilize a clustered system efficiently. The first aspect deals with the network interconnect used in the cluster, the second with accessing large files in a distributed memory environment.

The most widely utilized network interconnect available today is Gigabit Ethernet (GE). Most systems have one or more GE cards already on the motherboard, and GE switches are available in all sizes and price ranges. From the performance perspective, the network latency offered by a good GE switch using TCP/IP is in the range of $50 \mu s$. The theoretical bandwidth of a GE link is 1 GBit/s. Most applications observe however an end-to-end bandwidth in the range of 80-100MBytes/sec due to TCP and Ethernet protocol overheads. More sophisticated network interconnects available today include InfiniBand [LT 04], Myrinet [Myr 08], or Quadrics [Qua 08]. These networks, although significantly more expensive than GE, offer a much lower network latency and much higher bandwidth. As an example, 4xInfiniBand gives the user an end-to-end latency in the range of $3.5 \mu s$ and a sustained bandwidth of up to 1 GByte/s. For many applications, the quality of the network interconnect will be the decisive factor in whether they can use a PC cluster efficiently.

Of similar importance for applications working with large files is the storage and the file system utilized in the cluster. Assuming that the storage provides sufficient bandwidth for the application, the main problem is how to give processes running on different nodes on the PC cluster access to the storage. The most popular solution today is to utilize the Network File System (NFS) [SAN 85]. NFS uses a client-server approach. File I/O requests such as read or write operations are forwarded from the compute nodes of the cluster to the main file server. The NFS server executes the required read/write operations and forwards the result of the operation to the client. The main problem with utilizing NFS in a clustered environment is however, that the NFS daemon on the server side can become a bottleneck, since a single NFS daemon serves all I/O requests occurring in the cluster. Furthermore, NFS is not very efficient when handling I/O requests from multiple processes to the same file, since this scenario was considered an unlikely event in the design of the NFS protocol. It is however highly relevant for the targeted applications discussed in this chapter, since a single image stored in a single file is being processed by multiple processes simultaneously. In order to overcome these limitations, one should use one of the parallel file systems available, such as PVFS2 [CAR 00], Lustre [Lus ] or GPFS [PRO 01], which offer much higher performance in this scenario than NFS.
13.2.4. Parallel Programming Models

As mentioned previously, the main modification required to utilize a cluster or a multi-core processor is, that the application has to be broken up into multiple pieces. Most typically this happens on the data level, e.g. such that one process/thread works on the first part of the image, while the second process/thread works on the second part, etc. An important question arising for the parallelization of an application is whether to utilize a multi-threaded or a multi-process approach. The answer depends on the target architecture and some characteristics of the algorithms used. For the rest of this chapter, we will focus on a multi-process approach for two reasons: first, this approach can be utilized on a single PC having multiple compute cores as well as on a clustered environment. A multi-threaded approach on the other hand is strictly limited to a single PC/shared memory environment. Second, various analysis have shown, that even on a single PC, the multi-process approach often outperforms multi-threaded applications. The main reasons for this are the absence of cache coherence problems due to the separate address space of different processes.

The downside of using a multi-process approach is twofold. First, multi-process applications tend have a non-negligible memory overhead compared to multi-threaded applications, since many data items have to be replicated on all processes. Second, a multi-process approach requires rewriting the entire application for this model. In contrary to that, some multi-threaded approaches, e.g. OpenMP [CHA 08], allow for incremental parallelization of the sequential code. The initial investment in the multi-process approach is therefore significantly larger than that for the multi-threaded parallelization.

The dominant model for parallel multi-process applications as of today utilizes the Message Passing Interface (MPI) [Mes 97]. MPI specifies an Application Programming Interface (API) for data exchange between different processes. Compared to other communication interfaces such as sockets, it offers various advantages including

– Process startup and management capabilities;
– Notion of data types for the data transfer routines, which allow an MPI application to be deployed in heterogeneous environments without requiring the application to perform the data conversion;
– Functions supporting group communication operations, which abstract and optimize often occurring communication patterns in parallel applications.

There are a number of commercial and public domain MPI libraries available for virtually all operating systems used on commodity PCs and PC clusters. An application using MPI for data exchange between the processes works on all available MPI implementations, although the code has to be recompiled whenever a new MPI library is going to be used. Thus, MPI allows for source code portability, and not binary
compatibility between different implementations. For further information on programming using MPI please refer to the numerous books discussing this topic, such as [GRA 03, QUI 04].

In the remainder of this chapter, we focus on the problem of image segmentation as related to the application of spectral microscopy discussed in section 13.1.1. We present a pattern theoretic solution to the problem and give details on how to parallelize the most important components of the code in order to utilize a PC cluster and a multi-core processor efficiently.

13.3. Cell Segmentation in Spectral Images of Thyroid FNAC Smears

Diagnostic decisions in the evaluation of cytological specimen are guided by the measurement of cell properties and their spatial distribution. Specifically, cell area, radius, convexity, etc. and specimen topology provide critical information in the diagnostic process [WU 98]. Hence, the ability to segment and delineate cell boundaries forms an important step for any CAD system. A multitude of methods for automatic cell segmentation in a variety of image modalities have been proposed over the last three decades [CAS 79, WU 00, WU 98], including methods for immuno-stained cytological specimen images [MEA 02]. Nonetheless, cell segmentation remains a problem of interest due to the complexity of cell structures observed in images. Cytological smears, particularly ones obtained from fine-needle aspiration biopsy are often difficult to segment as they are contaminated with non-cellular debris. Moreover, the fine textured nature of the cell chromatin gives it a non-uniform intensity appearance in both color and gray images. The existence of dense intracellular as well as intercellular matter in the target cells makes it harder to draw a fine contour delineating the cell boundary without overshooting it.

Among the various solutions developed, the most common approach to cell segmentation is based on thresholding [SAH 88]. Such an approach is semi-automated at best and requires manual adjustment of threshold values due to variations in the staining process that result in different intensity distributions for different images. Methods that utilize local image information ranging from regions, edges, histograms, to clusters have also been developed [LIE 95]. Edge or gradient based approaches assume that discontinuities in the image intensity signify object boundaries. In general, edge and histogram based approaches have proved to be sensitive to noise and fail to provide good delineation of the cell boundary due to lack of contrast between cells and the background. To address this problem, edge based approaches have been coupled with parametric techniques such as Hough transforms [SER 95]. Their success has also been limited due to problems of noise and weak edges in typical smears. Morphological approaches that rely on region growing, splitting, and merging algorithms tend to be less sensitive to noise. As such, watershed based methods [VIN 91] have been extensively explored in this context. However, due to its iterative nature,
such approaches tend to be computationally expensive. In addition, watershed methods are known to suffer from the problem of over-segmentation. Heuristic methods to address this limitation have been proposed for specific domains [ADI 01, CHE 06]. Other methods including active contours, Fourier and Hough transforms, and neural networks [BAM 98, KUR 98] have also been developed. More generalized approaches relying on pattern theory coupled with clustering techniques have been exploited where pixels are assigned to either "cell" or "non-cell" class [HAR 79, FAU 80]. More recently, textural features have been used for cell segmentation, especially for cytopathological and histological samples [FER 98, YOG 96]. Texture in an image can be obtained using a multitude of methods ranging from gray-level co-occurrence matrices (GLCM), fractal measures, Law’s texture measures, gradient structure tensors (GST), and Gabor filters [LAW 80, TOU 00, SHA 97]. A rigorous review of various segmentation techniques, specifically for cell segmentation can be found in [ABL 01].

In this work, we discuss the segmentation of cells in spectral images. We leverage a pattern theoretic approach of feature extraction for each pixel followed by clustering to achieve separation of cell pixels from those belonging to background. Finally, the pixels clustered as belonging to cells are refined using morphological operations.

13.3.1. Imaging

The core element of any spectral imaging system is the spectral dispersion component that separates light into its spectral components, and is coupled to a two-dimensional (2D) optical detector such as a CCD camera, or to an array of photomultiplier tubes (PMT). In our system, we use a quarter-meter class, Czerny-Turner type monochromator that provides a tunable light emission spectrum at 10nm resolution. We utilize a wavelength range from 400-700nm for this study. The monochromator is connected to an Olympus BX51 upright optical microscope such that the light output from the monochromator feeds into the transmitted light path of the microscope. This allows for the use of conventional optical microscopy to acquire bright-field images at desired wavelengths (transmitted light). An Olympus UPlanApo 40X NA 0.9 was used for imaging. The Photometrics SenSys™CCD camera having 768 x 512 pixels (9x9µm) at 8-bit digitization is used which provides for high resolution low light image acquisition. To image each sample, the illumination from the monochromator was adjusted by achieving Köhler illumination for uniform excitation of the specimen. The condenser, aperture diaphragm, and the field stop were kept constant during measurements. Focusing was performed at the central wavelength of 550nm to minimize the chromatic aberration at all wavelengths. The system was calibrated as per the method proposed in [SHA 06]. Using a stepper controlled microscope stage, multiple images were acquired to cover the extent of the smear on the microscope slide. Resulting images were stitched to generate a composite mosaic.
A multispectral image allows the possibility to locate, discriminate, measure, and enumerate many entities within a specimen by detecting subtle differences among their individual spectral signatures [FAR 96]. Clearly, different stained cells will be spectrally distinct. However, spectral information in any cell can come from such optical processes as reflection and scattering. As long as the phenomenology is based on reproducible physical reality, classification of spectrally distinct species can be of great utility. Figure 13.2 (right) shows a subset of the spectral image (400nm, 500nm, 600nm, and 700nm) of a Papanicolaou stained cytological specimen. As seen the light absorption across various cellular constituents vary as a function of wavelength. This forms the spectral signature for each cellular entity.

To understand the spectral characteristics of biological samples, gray level image intensities may be used to determine the proportion of light transmitted by each cell across the exciting spectra. The transmission factor, $T$, is defined as:

$$T = \frac{I_t}{I_i}$$

where $I_t$ is the intensity of the transmitted radiation at a point and $I_i$ is the intensity of the incident light. Using the calibrated system, the incident light is fixed and known a priori. As such, one can then compute the absorption parameter for each pixel using the Beer-Lambert law [ORN 99] as:

$$A = \log(1/T)$$

For each pixel in the multispectral image, we measure the absorption parameter for all wavelengths to generate a feature vector representing the signature for that pixel.

### 13.3.2. Cell Segmentation

In this work, we use a bank of Gabor filters to extract a measure of texture at each pixel followed by clustering to group pixels belonging to the same class. Specifically, a two-dimensional Gabor function and its Fourier transform can be written as:

$$g(x, y) = \left( \frac{1}{2\pi\sigma_x\sigma_y} \right) \exp\left[ -\frac{1}{2} \left(\frac{x^2}{\sigma_x^2} + \frac{y^2}{\sigma_y^2}\right) + 2\pi j W x \right]$$

$$G(u, v) = \exp\left[ -\frac{1}{2} \frac{(u - W)^2}{\sigma_u^2} + \frac{v^2}{\sigma_v^2} \right]$$

where $W$ is the frequency, $\sigma_x$ and $\sigma_y$ define the spread of the Gaussian in the $x$ and $y$ directions, respectively, and $\sigma_u = 1/2\pi\sigma_x$ and $\sigma_v = 1/2\pi\sigma_y$. These filters at various orientations and scales act as edge and line detectors and thus provide micro-features in a given region. A bank of such filters can be obtained by rotating and scaling of
the base filter. By ensuring that the half-peak magnitude of the filter response in the
together, we can obtain a set of self-similar functions

\[ g_{mn}(x, y) = a^{-m}g(x', y'), \]

\[ x' = a^{-m}(x \cos \theta + y \sin \theta), \]

\[ y' = a^{-m}(-x \sin \theta + y \cos \theta), \]

where \( a > 1, m, n, \) is an integer such that \( \theta = n\pi/K \) where \( K \) is the number of orien-
tations and \( m \) is the number of scale out of \( S \). We generate a bank of self-similar filters

through appropriate dilations and translations of the basis Gabor function, \( g(x, y) \), as
defined by Manjunath et al. [MAN96]. We use 3 scales and 4 orientations resulting in
a total of 12 filters in the bank. To efficiently compute a measure of texture for each
pixel in the multispectral image, we generate an average image from the multispectral
stack. For each pixel in the average image, a feature vector is constructed comprising
of the magnitude of each of the 12 filter responses, and the mean and standard devia-
tion of the 12 magnitude values. In addition, the absorption is measured according to
equation 13.2 for each pixel in each channel of the multispectral image. Hence, we
generate a 45-dimensional feature vector for each pixel belonging to a spectral image
with 31 channels. The extracted features are clustered using the standard k-means
algorithm [HAR79] which results in effective grouping of pixels belonging to the
thyroid cells and partitioning of the image. Finally, morphological filtering [WU08]
is performed on the resultant labeled set of pixels to ensure homogeneity of labels and
obtain smooth cell regions. Figure 13.4 (left) shows an example of a thyroid cell smear
image at 520nm (1 of 31 channels) and the result of clustering (right) with the cluster
of pixels detected as thyroid cells overlayed in black. Overall, the process flow for the
algorithm is as shown in figure 13.5.

13.3.3. Parallel Implementation

In order to enable the processing of multi-gigabyte images, we detail the modifi-
cations to the code described above for a multi-process parallelization approach using
MPI. The main source for parallelism in this applications comes from the size of the
image. Thus, the code relies on data decomposition using a 1-D distribution of the
image across the process. In a scenario utilizing \( np \) processes, the image is split into
\( np \) parts, each part consisting of a fixed number of rows of the image. Process 0 will
therefore own and operate on the first part of the image, process 1 the second one, etc..

Figure 13.6 highlights this approach for a two processes scenario. From the algorithm-
ic point of view, the most simple approach would treat each portion of the image
as an entire image and execute the sequential code accordingly. The main advantage
Figure 13.4. One channel of a multispectral cell smear image (left) and result of clustering overlayed to highlight the cluster representing the cells of interest (right).

Input:
\[ I(\lambda) = \{I_{\lambda_1}, ..., I_{\lambda_k}\} : \text{Spectral Image with } k \text{ spectral channels} \]

\[ n : \text{number of expected image regions (cell and non-cell)} \]

Output:
\[ L = \{L_1, ..., L_r\} : \text{labeled image regions associated with cells of interest} \]

Algorithm:
- **Initialization**: Generate Gabor filter bank with \( m \) scales and \( n \) orientations
- **Filtering**: Perform padding of image and generated Gabor filter bank
  - Perform forward FFT of the image \( \rightarrow I_{FFT} \)
  - For each filter in the filter bank:
    - Perform forward FFT of each filter \( \rightarrow G_{mnFFT} \)
    - Perform complex multiplication of \( I_{FFT} \) and \( G_{mnFFT} \)
    - Perform inverse FFT of the resultant
  - End for
- Compute average and standard deviation of magnitude response
- Compute spectral absorption coefficient for each image channel \( \lambda_i \)
- **Clustering**: Initialize cluster centers and perform k-means clustering
- Discard all pixels belonging to non-cell cluster
- **Smoothing**: Perform morphological smoothing for all pixels in cell cluster
- Remap pixels from cell cluster to visualize segmented image

Figure 13.5. Sequential algorithm flow for cell segmentation in spectral image.

The advantage of this approach is that processes are entirely decoupled, i.e. there is no communication required between the processes during execution. Furthermore, the modifications on the source to accommodate for this scenario are minimal. However, this approach has the disadvantage that the information gained from one portion of the image is not...
propagated to other parts. This can lead to non-contiguous results and significant differences between the result of sequential and parallel code. Therefore, we follow for the rest of this section an approach, where the result of the parallel execution is as close to the sequential as possible. We detail the steps required to parallelize the convolution operation, the k-means clustering, the morphological smoothing, and finally for the occurring file I/O operations.

![Figure 13.6](./MassiveMulticomponent/gabriel/figs/ImageDecomposition.eps)

**Figure 13.6.** 1-D decomposition of an image on two processes.

### 13.3.3.1. Convolution

As outlined in the previous section, the convolution operation is applied on a set of Gabor filters. From the computational perspective, the operation requires a Fast Fourier Transform (FFT) of the image, an FFT operation of each filter, a complex multiplication of the Fourier Transforms of image and filter, and finally an inverse FFT on the result of the complex multiplication. Since the image is distributed across multiple processes, the FFT operation requires an all-to-all communication operation internally. In the most straightforward implementation, the all-to-all operation requires $np^2$ messages with an overall data volume of $n$.

Several numerical libraries provide parallel FFTs using MPI. In the following, we give details on how to utilize one of the most widespread FFT libraries in scientific computing, namely FFTW [FRI 05]. FFTW version 2.1.5 supports MPI parallel applications. To compute an FFT using this library, the user has to create first a plan for the according FFT operation. The goal of creating a plan is to give the library the opportunity to evaluate the performance of multiple algorithms internally and choose the best performing one for the given problem size and number of processes. All subsequent invocations of the actual FFT operation will use the plan determined to deliver the best performance.

For our application, FFTW requires the image to be padded on the right and the lower side by the same number of rows/columns as the dimensions of the filter. This increases the overall image size, and has to be taken into account when determining the 1-D distribution of the image. The padded regions are shown in Figure 13.6 as a
gray border. Furthermore, in order for the convolution operation to make mathematical sense, the filters have to be padded to the same dimension as the padded image. Since the size of padded image is very large for the scenarios of interest in the chapter, one has to avoid to keep the filters in the padded format in order to minimize the memory consumption of the application. Note, that the padding borders are flipped compared to the original image after the inverse FFT operation, and appear on the upper and left part of the image. This requires a redistribution of the filter response for the subsequent operations such as clustering, since the first and the last processes have now a different number of rows of the image compared to the original distribution.

13.3.3.2. \textit{k-means Clustering}

The input to the \textit{k}-means clustering algorithm is a set of instances to be clustered (e.g. pixels) and the number of desired clusters. The result of the clustering step is a set of cluster centroids and a mapping of instances to the cluster. The sequential implementation starts by determining initial values for the cluster centroids. In the main compute loop, each instance/pixels determines its distance to each of the current centroids, and chooses the cluster with the minimum distance. For each cluster the code maintains the number of instances assigned to it as well as a weight. After all instances have made the according calculation, the cluster centroids can be adjusted based on the weight of the clusters and its members. The procedure is repeated until the difference between the mappings of two subsequent iterations is below a given threshold, i.e. the mapping of instances to clusters does not change anymore.

Figure 13.7 displays the individual steps of this algorithm along with the modifications required for the parallel version. These are shown as underlined statements. The overall goal of the parallel version is for each process to apply the clustering algorithm on its part of the image. Thus, all cluster related information such as the cluster centroids have to be replicated on all processes and kept synchronized. The first modification compared to the sequential version is, that a single process has to determine the initial values for the centroids. This process broadcasts using \texttt{MPI\_Bcast} these values to all processes working on the same image.

The second modification required to the code is to introduce an additional global summation in order to determine for each cluster the overall number of pixels assigned to it and the overall weight of each cluster. This can be accomplished in MPI using the \texttt{MPI\_Allreduce} function with the operator \texttt{MPI\_SUM}. As a result of this function, all processes will have the overall number of pixels per cluster and the overall weight of each cluster. Each process can now compute the new cluster centroids independently. Due to the fact, that the global summations are only executed once per iteration, the algorithm has a favorable compute to communication ratio for large images.

13.3.3.3. \textit{Morphological Smoothing}

The main idea behind this step is to remove isolated points in a cluster. As an example, if a pixels is assigned to a cluster $a$, but all neighboring pixels are assigned
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Input:
\[ I = \{i_1, \ldots, i_k\} \] : Instances to be clustered
\[ n \] : number of clusters

Output:
\[ C = \{c_1, \ldots, c_n\} \] : cluster centroids
\[ m : I \rightarrow C \] : cluster membership

Algorithm:

One process: determine initial values for \( C \)

Broadcast initial values to all processes

while (\( m \) has changed)

\[ c_{k}^{\text{temp}} = 0, k = 1, \ldots, n \]

\[ \text{count}_k = 0, k = 1, \ldots, n \]

for each \( i \in I \)

\[ m(i) = \min \text{distance}(i, c_k), k = 1, \ldots, n \]

\[ c_{k}^{\text{temp}} += i \]

\[ \text{count}_k += + \]

end for

Determine global sum of \( c_{k}^{\text{temp}} \) and \( \text{count} \) across all processes

Recompute \( C \) based on \( c_{k}^{\text{temp}} \) and \( \text{count} \)

end while

Figure 13.7. Parallel k-means clustering

to cluster \( b \), it makes under many circumstances sense to assign the particular pixel also to the cluster \( b \). In order to implement this algorithm, the code has to compare the cluster assignments for all pixels with its neighboring pixels. In the parallel code, where each process holds a contiguous portion of the image, this algorithm can be applied without any major modification to all interior pixels. However, the pixels at the boundary of the domain need access to the clustering information for the previous respectively next rows of pixels, which are located on other processes.

This problem is solved by using a common technique in parallel computing, namely introducing the notion of ghost-cells. A ghost-cell is a copy of an item which is owned by another process. A process is allowed to read a ghost-cell, but is not allowed to modify it, since he is not the owner of the according element. On the other hand, the owner has the responsibility to update ghost-cells located on other processes every time the content of the original cell changes. Figure 13.8 shows an example for a three process configuration. In this example, each process has access to one additional row of pixels above and below their portion of the image. The ghost-cell distribution algorithm has to take into account, that the process owning on the first portion of the image does not have an upper row of ghost-cell pixels, and the last process does not have a lower row of ghost-cell pixels.
In our code, we use two pixels in each direction for the morphological smoothing. Therefore, we create two rows of ghost-cells into each direction. The parallel algorithm can then perform the smoothing for all pixels assigned to his domain without introducing any additional communication overhead.

13.3.3.4. File I/O

There are two significant I/O operations occurring in the application. At the beginning of the analysis, all processes read portions of same image from the same file, although they access the file at different locations. Similarly, different processes write different portions of the same output file at the end of the analysis. For the subsequent discussion, we assume that the image is available in an uncompressed format, using either of the storage formats discussed in section 13.1. Following the initial calculations of the domain boundaries for each process, the user can easily modify his read/write routines to work in the parallel environment.

Consider as an example an image of $n_1 \times n_2$ pixels and $n_{ch}$ channels. Assume furthermore for the sake of simplicity, that each pixel takes four bytes per channel, and the image is stored in a Band Sequential Format, i.e. all $n_1 \times n_2$ pixels of channel 1 are stored first in the file, followed by the entire data of channel 2 etc.. If the image analysis code is executed using $n_p$ processes, each process holds a portion of the image of size $n_1 \times \left(\frac{n_2}{n_p}\right)$. For a very large image, it is unrealistic to assume, that each process can read the entire data into its main memory and extract afterwards the portions of the image which it owns. In the following we show the pseudo-code to read the according portions of the image on the $i^{th}$ process, which relies on the `fseek` function to move the file pointer in the file.

```c
for ( j=0; j<n_ch; j++ ) {
    // Determine where to read the next portion of the file
    // for process i
```
The code sequence above can be executed by all process simultaneously, and can easily be adapted also for write operations. It exposes however performance problems for two reasons. First and foremost, the number of overall I/O operations, i.e. the number of function calls to `fread`, is \( n_p \times n_{ch} \). Assuming \( n_p \) is large, this can cause significant problems, since I/O requests are very expensive. Note, that the I/O latency of a hard drive, i.e. the time the hard drive requires to move its head to the required position on the disk, start reading the data and transfer it to the main CPU, is in the range of 7-10ms, which is multiple orders of magnitudes higher than any other operation performed by the CPU. Reducing the number of I/O requests will therefore improve the performance of read/write operations, even if the overall amount of data transferred to and from the hard drive remains constant.

Second, since all processes execute the code sequence simultaneously, the I/O requests will arrive at the hard drive in an arbitrary order. Assuming that the image is too large to fit into the cache of the hard drive or operating system, which will typically be the case for the multi-gigabyte images discussed in this chapter, the hard drive will have to reposition the head constantly, instead of reading larger portions of the image in a single operation. Coordinating the `fread` requests of multiple processes could lead to reading the image for an entire channel in a single operation, and forward the according portions of the file to each process.

MPI offers collective read and write operations through the functions `MPI_File_read_all` and `MPI_File_write_all`. These operations require all processes to participate in the function call, although each process might read or write different portions of the file. The collective nature of these functions allows the MPI library to coordinate the access to the file among multiple process, reduce the number of I/O requests presented to the file system and the storage and thus improve the performance of read and write operations in parallel applications. For more details to MPI I/O and the according concepts, please refer to [MAY 01].
13.4. Performance Evaluation

In the following, we present the performance of the code described in the previous section. The measurements have been executed on the shark cluster at the University of Houston. The cluster consists of 24 single processor, dual core AMD Opteron nodes and 5 dual processor quad core AMD Opteron nodes, providing a total of 88 compute cores in the cluster. Each processor is running at 2.2 GHz, and has 1 GB of main memory per core. The nodes are connected by a 4xInfiniBand and a Gigabit Ethernet network. Each compute node has access to an NFS mounted home file system as well as to a parallel PVFS2 file system.

For our tests, we used gcc v4.2 and Open MPI v1.2.5 [GAB 04]. Tests have been executed for three image sizes, namely a
- an image consisting of 512 × 512 pixels with 31 spectral channels, with a total images size of 7.75 MB,
- an image consisting of 2048 × 2048 pixels with 21 spectral channels, with a total image size of 84 MB, and
- an image consisting of 8192 × 8192 pixels with 21 spectral channels and a total size of 1344 MB.

Each test presented here has been repeated three times, and the minimum time over the three runs has been used.
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Figure 13.9. Overall scaling of the application on a single 8-core node.
Figures 13.9 and 13.10 show the execution time for each image on various numbers of processes for the MPI parallel version. The first figure shows the results achieved on a single 8-core node of the cluster, while the results shown in the second figure utilize multiple dual-core nodes. The number of processes used was restricted by the main memory required for a given image and a minimum number of rows per process. As an example, the results obtained on a single compute node do not contain the largest image size, since the code could not be executed within the 8GB of main memory available on the node.

The code shows very good scaling for both scenarios, i.e. increasing the number of processes used decreases the execution time of the application. For the single-node scenario, the medium image scales up to eight cores. Analyzing this image takes for the sequential version more than 250 seconds, while using all eight available cores within the PC allows to decrease the execution for the same image to just 68 seconds. The smaller image scales similarly well when utilizing two and four cores on the node. However, further increasing the number of cores for the small image does not further decrease the execution time, since the communication costs exceed in this case the computational benefit of further splitting up the data.

The results obtained utilizing multiple nodes follow generally the same pattern. In most cases, doubling the number of processors used on the cluster decreases the execution time of the code by a factor of 1.6 - 1.9. The main exception from that behavior is observed for the largest image when utilizing 32 and 44 processes. The reason for this deviation is discussed in later subsections.
An in-depth analysis of the application reveals, that the most time consuming parts are the k-means clustering and the convolution operation for both test scenarios. Figure 13.11 shows the scaling behavior of all three components discussed previously, namely the convolution, k-means clustering and smoothing for the multi-node experiments. All three algorithms scale very well for all problem sizes. Most notably, the deviation from the very good scaling behavior of the MPI code for the 32 and 44 processor test cases mentioned above is clearly not due to the performance of these routines. Note, that we skipped the performance of the morphological smoothing for the $512 \times 512$ image, since its execution time was less than one second, and it would have distorted the graph significantly.

13.4.1. Influence of the Network Interconnect

The results presented so far use the InfiniBand network of the cluster. In this section, we evaluate the influence of the network interconnect on the two most time consuming routines in the code, namely the convolution and the k-means clustering. Figure 13.12 compares the execution time of these two routines for the $2048 \times 2048$ image over 4xInfiniBand (latency : $3.5\mu s$, bandwidth : $1GB/s$) and Gigabit Ethernet (latency : $55\mu s$, bandwidth : $80MB/s$). The k-means clustering is nearly insensitive to the difference in the quality of the networks due to the low communication overhead introduced by the global reductions. However, the convolution, which consists of a large number of FFTs, does not scale beyond four processes on the Gigabit Ethernet network, while it still shows a performance improvement for 16 processes for the...
very same test case when using InfiniBand. This can be explained with the communication pattern of a parallel FFT, which involves a large number of (small) messages, and therefore shows a sensitivity to the latency of a network.

Figure 13.12. Performance of the convolution and k-means clustering of InfiniBand and Gigabit Ethernet.

13.4.2. Influence of the File System

Beyond the convolution and the k-means clustering, the next most time consuming code sections are the routines dealing with reading input files and writing output files. The MPI version of the code has the option to write the texture data into output files. This is mostly to facilitate future processing steps in realizing a complete CAD solution.

<table>
<thead>
<tr>
<th>Image</th>
<th>No. of processes</th>
<th>MPI I/O on PVFS2</th>
<th>POSIX I/O on PVFS2</th>
<th>POSIX I/O on NFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>8192 × 8192</td>
<td>16</td>
<td>21.9</td>
<td>49.0</td>
<td>115.9</td>
</tr>
<tr>
<td>8192 × 8192</td>
<td>32</td>
<td>57.0</td>
<td>51.0</td>
<td>114.4</td>
</tr>
<tr>
<td>8192 × 8192</td>
<td>44</td>
<td>66.7</td>
<td>50.4</td>
<td>115.9</td>
</tr>
</tbody>
</table>

As described in the previous section, I/O operations are performed using collective MPI I/O routines. For the 8192 × 8192 image, the size of the texture information stored
in different files sums up to 6GB. Table 13.1 shows, that using PVFS2 over the NFS file system on the cluster reduce the overall execution time of I/O operations by more than 50%. In some instances, the MPI I/O version of the code outperforms the version of the MPI parallel code, which uses regular POSIX/C style read and write operations. However, the time spent in I/O operations increases dramatically for the 32 and 44 processes test cases when using MPI I/O. The reason is probably, that other test case has only a single MPI process running per node, while the 32 and 44 processes test cases run two MPI processes on each node, one per CPU core. The implementation of the collective I/O routines within Open MPI seem to generate for these instances a non-negligible overhead, and the POSIX I/O based parallel version outperforms in this case the MPI I/O version. Thus, the conclusion of this subsection is, that utilizing a parallel file system such as PVFS2 is mandatory for large images. Using MPI I/O over regular sequential I/O operation might further increase the performance for certain scenarios, and lead to a minor performance degradation in others. Improving the performance of collective I/O operations is however an active research topic, and we would expect to see the scale shift significantly in favor of MPI I/O operations over the next years.

13.5. Conclusions

Application requirements and architectural developments force programmers to rethink and reformulate their applications. In order to fully exploit the potential of modern computer systems, the application developer has to explicitly expose the parallelism available within his code. We demonstrated successfully, how the individual sections of an image analysis application can be parallelized for multi-spectral images such as occurring in spectral microscopy. The performance benefits of this approach on both, a single PC/node utilizing eight compute cores and a cluster of PCs have been documented. We also highlighted the necessity to utilize state-of-the-art components for the cluster, specifically for the network interconnect and the file system, in order for the application to scale to a large number of processes.

Although encouraging, the current results are just the starting point for further work. We plan to parallelize further components typical for image analysis applications, such as feature extraction and classification. Furthermore, we explore also the potential for parallelism for other segmentation algorithms, such as graph based approaches [FEL 04]. A final piece of the puzzle to fully utilize multiple compute processes efficiently lies in the development of parallel read and write routines for compressed images. Since utilizing compression techniques to store large scale images is the norm as of today, this component is critical for the successful deployment of the parallel code version into every-day production environments.
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The problem of processing colour images has been of considerable interest since the 1990s, when advances in technology made processing of these images practical using readily-available desktop computers and workstations. Researchers that studied the subject soon realised that there were fundamental theoretical advances needed. For example, although it was possible to process colour images using separate luminance and chrominance, there was no method available to handle the whole image at once (so-called ‘holistic’ processing). Sangwine and Thornton in the UK, and McCabe et al in Australia, tried the idea of using complex numbers to represent the chrominance information [SAN 98b, MCC 00]. This led to the idea of using hypercomplex numbers to handle the pixels as vectors, which is the subject of this chapter. Independently, Pei, in Taiwan, studied the use of hypercomplex numbers in colour image processing [PEI 97, PEI 99] and there were others who used hypercomplex numbers for one-dimensional signal processing, mainly as a tool for designing high-order filters.

14.1. Hypercomplex numbers

Hypercomplex numbers are a generalisation of the idea of complex numbers to dimensions higher than 2. Like the complex numbers, they depend on the existence of square roots of $-1$. Unlike the complex numbers, which are unique, there are many possible definitions of hypercomplex numbers, and their algebras vary considerably in properties. However, among the many possibilities, one particular algebra stands out:
the *quaternions*, discovered by Hamilton in 1843 [HAM 53]. The quaternions stand out from other hypercomplex algebras because the algebra is a *division algebra* (every non-zero quaternion has a multiplicative inverse), and apart from non-commutative multiplication, the algebra has no difficult properties. In contrast, all other hypercomplex algebras suffer from additional limitations such as non-associativity, divisors of zero, lack of a norm etc. These problems are not insurmountable, but they are a considerable drawback in numerical processing and in theoretical development, since algebraic manipulations can be very difficult, and it is necessary to consider carefully what happens if a value in a numerical algorithm is a divisor of zero – can it cause a numerical error, for example? The Clifford algebras have been proposed as an alternative to the quaternions (in fact one of the Clifford algebras is isomorphic to the quaternions), but no other algebra has been developed to the point where such a wide variety of numerical and algebraic tools has been implemented. The unique position of the quaternions among hypercomplex algebras was established in 1877 by the Theorem of Frobenius, which places the reals, complex numbers and quaternions together as the only finite-dimensional division algebras over the reals [KAN 89, Chapter 19]1.

The fundamental idea used in applying hypercomplex numbers to image processing is that each image pixel can be represented by a single hypercomplex number, with several components (three for colour images). Then, hypercomplex operations (arithmetic, algebraic) can be applied to processing of the image, or to the theoretical development of processing techniques that can then be implemented in some other way (for example, using matrix or standard vector arithmetic).

In the remainder of this chapter we concentrate on the quaternion algebra. Our work makes use of an open source Matlab® toolbox, developed in 2005 [SAN 05] which implements all of the fundamental quaternion operations needed to reproduce the results presented here. We also use a newer toolbox, which builds on the first to implement linear quaternion systems as described in § 14.4 [ELL 07d].

### 14.1.1. Definitions

Table 14.1 summarises the notation used in this chapter.

Quaternions can be represented in a variety of ways, but the simplest is the Cartesian form \( q = w + xi + yj + zk \), where \( w, x, y, z \in \mathbb{R} \). \( i, j \) and \( k \) are roots of \(-1\) and obey the rules discovered by Hamilton in 1843: \( i^2 = j^2 = k^2 = ijk = -1 \). From these rules it can be seen that \( ij = k \) and \( ji = -k \), for example, exhibiting the lack of commutative multiplication for which the quaternions are famous (as the

---

1. It is possible to define quaternions over other fields, especially the complex numbers (the complexified quaternions or biquaternions).
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Tableau 14.1. Notation used in this chapter.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbb{R}$</td>
<td>Reals</td>
</tr>
<tr>
<td>$\mathbb{H}$</td>
<td>Quaternion numbers</td>
</tr>
<tr>
<td>$\mathbb{C}_{x}$</td>
<td>Complex subfield of $\mathbb{H}$</td>
</tr>
<tr>
<td>$GL_4(\mathbb{R})$</td>
<td>General linear group of $4 \times 4$ invertible real matrices</td>
</tr>
<tr>
<td>$S\left[\right]$</td>
<td>Scalar operator, extracts the scalar part of a quaternion</td>
</tr>
<tr>
<td>$U\left[\right]$</td>
<td>Unit operator, yields a quaternion of unit modulus</td>
</tr>
<tr>
<td>$V\left[\right]$</td>
<td>Vector operator, extracts the vector part of a quaternion</td>
</tr>
<tr>
<td>$UV\left[\right]$</td>
<td>Unit-vector operator, equivalent to $U\left[V\left[\right]\right]$</td>
</tr>
<tr>
<td>$\mathbb{H}^{n \times m}$</td>
<td>Set of $n$-by-$m$ quaternion matrices</td>
</tr>
<tr>
<td>$V\left[\mathbb{H}\right]^{N \times M}$</td>
<td>Set of $n$-by-$m$ pure quaternion matrices</td>
</tr>
</tbody>
</table>

first example of an algebra that lacked commutativity), and which caused Hamilton so much difficulty in discovering the multiplication rules [WAE 76].

As with complex numbers, a quaternion has a norm $\|q\| = w^2 + x^2 + y^2 + z^2$, and a modulus which is the square root of the norm $|q| = \sqrt{\|q\|}$. The quaternions are a normed algebra, meaning that the ‘rule of the norms’ is obeyed and every non-zero quaternion has a multiplicative inverse. Thus, for any two quaternions $q_1$ and $q_2$, including $q = 0$, we have that $\|q_1q_2\| = \|q_1\| \|q_2\|$.

A quaternion with $w = 0$ is called a pure quaternion, and if it also has unit modulus, it is a square root of -1. In what follows we use the symbol $\mu$ to denote such a unit pure quaternion (there are an infinite number of these, corresponding to the set of points on the surface of a unit radius sphere). The three quaternion ‘operators’ $i, j$ and $k$ are special cases of unit pure quaternions.

It is often useful to regard a quaternion as composed of two parts, called the scalar and vector parts, defined thus: $S[q] = w$ and $V[q] = xi + yj + zk$. In this form, the quaternion is analogous to a complex number, an analogy that can be made closer by separating the modulus of the vector part thus: $q = S[q] + \mu \cdot |V[q]|$. In this form, $\mu$ is a square root of -1, and the scalar part and the modulus of the vector part are analogous to the real and imaginary parts of a complex number.

A very significant alternative representation for a quaternion is the polar form, which is very similar to the polar form of a complex number: $q = |q| \exp \mu \theta$. $\mu$ is known as the axis of the quaternion, and it defines a direction in 3-space which is the imaginary axis of a plane containing the value of the quaternion. This plane is exactly analogous to the Argand plane of a complex number, except that here the plane is a plane section of 4-space. All quaternions with the same axis lie in the same plane, and
they commute. Such a subset of quaternions is isomorphic to the complex numbers, a fact that we use later. The argument of the quaternion, \( \theta \), normally has a value between 0 and \( \pi \), that is the quaternion is limited to half of the plane in which it lies. The other half of the plane is occupied by quaternions with an oppositely directed axis. The axis of a quaternion can be determined easily from the Cartesian form by normalising the vector part:

\[
\mu = \frac{V[q]}{|V[q]|}.
\]

The argument is obtained in the same way as for complex numbers:

\[
\theta = \tan^{-1} \frac{|V[q]|}{S[q]}.
\]

A biquaternion, or complexified quaternion, is a quaternion with complex components:

\[
a + bi + cj + dk, \quad a, b, c, d \in \mathbb{C}.
\]

The biquaternion algebra is not a normed division algebra (there exist divisors of zero, and hence the ‘rule of the norms’ does not always hold). This algebra has been used in vector image and signal processing, for example [MIR 05, § 4.4] and [SAI 08], but much further work remains to be done before it is as well understood as the quaternion algebra \( \mathbb{H} \). In particular, the impact of the existence of divisors of zero has not yet been fully studied [ALF 07].

### 14.1.2. Basic properties

The multiplication of two quaternions in Cartesian form is completely determined by Hamilton’s famous multiplication rules for the three quaternion ‘operators’ \( i, j \) and \( k \). However, it is also useful to understand multiplication in terms of the scalar and vector parts. We state the result here without proof, since it is given in many sources, for example [WAR 97, §2.2] :

\[
q_1q_2 = S[q_1] S[q_2] - V[q_1] \cdot V[q_2] + S[q_1] V[q_2] + S[q_2] V[q_1] + V[q_1] \times V[q_2]
\]

where the symbols \( \cdot \) and \( \times \) represent the scalar and vector (dot and cross) products of classical vector analysis. This formula shows clearly where the non-commutativity arises, since the vector or cross product is non-commutative. It also shows why multiplication of quaternions with co-planar vector parts (common axis) is commutative: the cross product in this case vanishes, because the two vector parts are parallel.

The conjugate of a quaternion is obtained by negating the vector part, or equivalently the three Cartesian components of the vector part, or by negating the exponent in the polar form. It is usually denoted by an overbar, \( \bar{q} \). The norm, described in §14.1.1 can also be expressed as the product of a quaternion with its conjugate, just as for complex numbers:

\[
\|q\| = q \bar{q}.
\]

The quaternions are justly famous for their utility in representing and calculating rotations in 3-space. For example, the operation of rotation about an axis in 3-space

---

2. In practice, numerically this is computed using an \( \text{atan2} \) function or similar. See for example, the method used in the Matlab® toolbox used by the authors [SAN 05].
is given by the mapping $x \rightarrow px\overline{p}$ where $p = e^{\mu\phi/2}$ (a quaternion expressed in polar form). The axis of the rotation is $\mu$ and the angle of rotation about this axis is $\phi$ [COX 46, Theorem 3.2]. Equally compact formulae exist for reflections about a plane, and rotations and reflections in 4-space. We omit the details here, but refer the reader to [COX 46] or [WAR 97]. It is a straightforward matter of algebraic manipulation to devise formulae for more elaborate geometrical operations which can be composed from elementary operations.

The theorem of de Moivre generalises to quaternions, and expresses the scalar and vector parts in terms of the polar form: $q = |q|e^{\mu\theta} = |q|(\cos \theta + \mu \sin \theta)$, where the scalar part is $S[q] = |q| \cos \theta$ and the vector part is $V[q] = |q|\mu \sin \theta$. This generalisation works because all unit pure quaternions are roots of $-1$.

### 14.1.3. Symplectic form

Quaternions may be decomposed into pairs of complex numbers, and this is of considerable utility in the numerical implementation of fast quaternion Fourier transform algorithms, presented in § 14.3. The existence of such decompositions was known in Hamilton’s time, in the form of the famous ‘Cayley-Dickson’ decomposition: $q = (w + xi) + (y + zi)j$ which multiplies out to give the standard quaternion Cartesian form. The idea may be generalised to an arbitrary basis of three mutually perpendicular unit pure quaternions $\mu_1, \mu_2$ and $\mu_3$ such that $\mu_1\mu_2 = \mu_3$. Then we can express any quaternion in the form $q = w + x'\mu_1 + y'\mu_2 + z'\mu_3$ by a change of basis ($w$ remains invariant), and then we have the so-called ‘symplectic’ decomposition [ELL 00a] and [ELL 07c, §IV.A]: $q = (w + x'\mu_1) + (y' + z'\mu_1)\mu_2$ in which the two terms in parentheses are isomorphic to complex numbers. We could write this form of the quaternion more compactly as $q = C_1 + C_2\mu_2$, where $C_1, C_2 \in C_{\mu_1}$, the set of quaternions with axis $\mu_1$ which are isomorphic to elements of $C$. It is straightforward to verify that a change of order of the second complex value with the ‘outer’ operator requires a complex conjugation of the complex value: $q = C_1 + C_2\mu_2 = C_1 + \mu_2C_2^*$, a fact that we use later, in § 14.3.2, Theorem 14.3.1.

An alternative is to consider the decomposition in terms of a geometric decomposition of the vector part of the original quaternion into components parallel and perpendicular to the direction $\mu_1$. This can be expressed in terms of quaternions by the formulae: $q_\parallel = \frac{1}{2}(q - \mu_1q\mu_1)$ and $q_\perp = \frac{1}{2}(q + \mu_1q\mu_1)$, which resolve the vector part of the quaternion into components parallel and perpendicular to $\mu_1$ (the formulae are based on reflections about a plane normal to $\mu_1$, which contains $\mu_2$ and $\mu_3$).

---

3. The term ‘symplectic’ was used because the two components of the decomposition can be called ‘simplex’ and ‘perplex’ components.
14.1.4. Linear quaternion equations

Processing of vector images requires a vector generalisation of the concept of scaling a pixel. Quaternions provide a powerful means to perform geometric operations on vectors, as we have seen above with rotations. What is not so obvious is that these geometric operations are in some cases linear and in fact can be made linear in all cases by using homogeneous coordinates.

Linear equations in quaternions are not trivial, because of the non-commutative multiplication. In a commutative algebra, a general linear equation is of the form \( y = mx + c \), whereas in the quaternion algebra a general linear form would be \( y = a_1 xb_1 + a_2 xb_2 + \ldots + a_N xb_N \). Until recently it was not known whether it was possible to reduce such an equation to a fixed number of terms (a canonic form), but in 2007 it was shown by one of the authors [ELL 07b] that there is indeed a canonic form: \( y = Ax + Bx_i + Cx_j + Dx_k \) (or an alternative in which the fixed coefficients are on the right, and \( i, j \) and \( k \) are on the left). Methods for solving for the four coefficients are now known both algebraically [ELL 07b] and numerically [SAN 08]. The significance of this result is that, no matter how complex a quaternion filter becomes when composed of more elementary quaternion filters, it is always possible to reduce the implementation of the filter to at most four quaternion convolutions. Furthermore, the fact that the canonic form has 16 degrees of freedom delimits the possible set of operations that can be implemented. There is an equivalence between the canonic form of the linear quaternion equation, and the operations that can be represented using \( 4 \times 4 \) matrices (the general linear group of order 4, \( GL_4(\mathbb{R}) \)). Thus an equivalent implementation would be a matrix equation operating on pixels as 4-vectors with \( 4 \times 4 \) matrices as the coefficients. This is a useful equivalence, but the matrix form is not at all easy to use for devising and composing geometric operations, whereas the quaternion form offers simple ways to compose operations in terms of geometric concepts. Work is ongoing to study the set of operations in terms of the geometric transformations that are possible in 3-space and 4-space using the canonic form of the linear quaternion equation.

Using the hypercomplex operator product rules, the quaternion product of two arbitrary quaternions, \( q, p \in \mathbb{H} \), written in Cartesian form as

\[
\begin{align*}
p &= p_0 + p_1 i + p_2 j + p_3 k \\
q &= q_0 + q_1 i + q_2 j + q_3 k
\end{align*}
\]

is

\[
\begin{align*}
r_0 &= p_0q_0 - p_1q_1 - p_2q_2 - p_3q_3 \\
r_1 &= p_1q_0 + p_0q_1 - p_3q_2 + p_2q_3 \\
r_2 &= p_2q_0 + p_3q_1 + p_0q_2 - p_1q_3 \\
r_3 &= p_3q_0 - p_2q_1 + p_1q_2 + p_0q_3
\end{align*}
\]
where \( r = pq = r_0 + r_1i + r_2j + r_3k \). Gathering terms into matrix-vector notation we obtain two distinct matrix-vector products: the standard form

\[
\begin{bmatrix}
  r_0 \\
r_1 \\
r_2 \\
r_3
\end{bmatrix} =
\begin{bmatrix}
p_0 & -p_1 & -p_2 & -p_3 \\
p_1 & p_0 & -p_3 & p_2 \\
p_2 & p_3 & p_0 & -p_1 \\
p_3 & -p_2 & p_1 & p_0
\end{bmatrix}
\begin{bmatrix}
  q_0 \\
  q_1 \\
  q_2 \\
  q_3
\end{bmatrix}
\]

(14.1)

which preserves the order of the product, and the transmuted form

\[
\begin{bmatrix}
r_0 \\
r_1 \\
r_2 \\
r_3
\end{bmatrix} =
\begin{bmatrix}
  q_0 & -q_1 & -q_2 & -q_3 \\
  q_1 & q_0 & q_3 & -q_2 \\
  q_2 & -q_3 & q_0 & q_1 \\
  q_3 & q_2 & -q_1 & q_0
\end{bmatrix}
\begin{bmatrix}
p_0 \\
p_1 \\
p_2 \\
p_3
\end{bmatrix}
\]

(14.2)

which reverses the order. Let the standard matrix form be denoted \([p]\) and the transmuted matrix form as \([q]^\dagger\), where the ‘\(\dagger\)’ signifies transposing the lower-right 3×3 sub-matrix. Further, let the quaternion 4-vector be denoted \([q]\). Then the equivalent matrix-vector form for the quaternion product becomes

\(pq \leftrightarrow [p] [q] = [q]^\dagger [p]\).

The transmuted form allows one to commute the order of the product as needed.

### 14.1.5. Quaternion vectors and matrices

Quaternions themselves may be represented as matrices, with either real or complex elements. The quaternion algebra is isomorphic to the algebra of complex 2×2 matrices with the following layout of elements (where \(w, x, y\) and \(z\) are the Cartesian components of the quaternion):

\[
\begin{pmatrix}
w + ix \\
-y + iz
\end{pmatrix}
\]

\[
\begin{pmatrix}
y + iz \\
w - ix
\end{pmatrix}
\]

(14.3)

In this form, the norm of the complex matrix is the modulus of the quaternion and the inverse of the matrix is equivalent to the inverse of the quaternion. Of course, multiplication of complex matrices is equivalent to multiplication of the quaternions represented by the matrices. The complex representation given in equation 14.3 can be extended to the case of matrices with quaternion elements, using a block matrix in which each quaternion element is represented by a 2×2 block of complex elements. This is described in detail by Zhang in [ZHA 97, §4] and is referred to as the complex adjoint matrix. Using this representation, many matrix operations may be generalised to quaternion matrices (but the numerical implementation is neither efficient nor accurate, due to the duplication of entries). Nevertheless, the existence of the complex
adjoint makes it possible to calculate some decompositions of quaternion matrices, even before a direct quaternion algorithm has been developed. This has been applied to the singular value decomposition and the eigenvalue decomposition, both of which are discussed below in § 14.5.

14.2. Hypercomplex representation of vector images

We now present two means by which a vector image may be represented using quaternions (an array of quaternions, with one element corresponding to each pixel of the image). The simplest approach, used in all the early work by the authors and others is to represent a colour image (or in general any vector image with three components per pixel) as a pure quaternion array, or as a quaternion array with zero scalar part. For example, let \( f(n, m) = (r(n, m), g(n, m), b(n, m)) \) be a \( n \times m \) RGB colour image with components \( r(n, m), g(n, m) \) and \( b(n, m) \), the pixels being represented by RGB triples \((r_{n,m}, g_{n,m}, b_{n,m})\). We can represent this image in quaternion form as :
\[
q(n, m) = r(n, m)i + g(n, m)j + b(n, m)k
\]
and manipulate it using quaternion operations as described below. After processing, for example, using Fourier transforms, it may be that we obtain a result with a small scalar part \( w(n, m) \) which we discard in order to recover an RGB image result. Of course, a correctly designed operation will not usually result in a significantly non-zero scalar part – any non-zero values are usually due to rounding errors.

A more recent development, motivated by the discovery of the canonic form of a linear quaternion equation [ELL 07b], is to represent the colour image using a quaternion array in which the four components hold the components of a homogeneous coordinate representation of the image pixels. In homogeneous coordinates, a point in 3-space is represented by four coordinates (which we denote \( w, x, y, z \)). \( w \) is a weight which is arbitrarily assigned a value of 1 when the homogeneous coordinate is created (\( x, y \) and \( z \) take the values of the three components of the coordinate in 3-space). Any subset of homogeneous coordinates with the same ratio of \( x \) : \( y \) : \( z \) represent the same point (provided \( w > 0 \)). Conversion of a homogeneous coordinate to a normal 3-space coordinate requires the normalised values \( x/w, y/w, z/w \) to be computed to yield the three components of the coordinate in 3-space. (The value of \( w \) may become different to 1 as a result of multiplications and additions of homogeneous coordinate values.)

The utility of homogeneous coordinates lies in the representation of geometric operations (and for this reason they are widely used in computer graphics). Geometric operations in homogeneous coordinates require multiplication by \( 4 \times 4 \) real matrices, and all such transformations are linear in the homogeneous coordinates, even where the operation is non-linear in conventional Cartesian coordinates – a trivial example is translation (addition of a constant 3-space offset to every point). Linear operations can be combined (in this case by matrix multiplication) so that a sequence of transformations may be merged into a single \( 4 \times 4 \) real matrix (or its equivalent linear quaternion
Homogeneous coordinates also permit a useful distinction between points and vectors – a vector can be represented by a homogeneous coordinate with a weight of zero – representing a point in 3-space ‘at infinity’ in the direction indicated by the $x, y, z$ components of the coordinate.

Many colour spaces used in image processing are linear transformations of the standard RGB colour space\footnote{There are several RGB colour spaces, and transformation between them is usually a linear transformation.} [PAL 98]. Using homogeneous coordinates, transformation in and out of such colour spaces may be combined with geometrical transformations while in the colour space to yield a single transformation matrix or set of quaternion coefficients.

14.3. Hypercomplex spectral analysis

Scalar image processing has a well-developed theory covering image manipulation in the frequency domain. The most common frequency domain technique makes use of the discrete Fourier transform, where image pixels are transformed from the spatial domain into the frequency domain. Once the spectrum of the image has been obtained, computationally costly processes, such as linear filtering and image registration, become more efficient.

This section discusses several discrete Fourier transforms based on quaternions providing a holistic vector spectrum. It also presents generalized convolution and correlation definitions both of which are also well suited to vector images. But more importantly, both can be manipulated in the frequency domain using equivalent quaternion spectral operational formulae.

14.3.1. Quaternion Fourier Transforms

Recall the definition of the standard 2D complex Fourier transform

$$H [u, v] = \frac{1}{2\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h(x, y) e^{-i(ux+vy)} dx dy.$$  

Here $i$ denotes the standard complex operator $\sqrt{-1}$.

Extending this definition from complex to quaternion numbers involves modifying the exponential $e^{-i(ux+vy)}$. Immediately a number of choices arise due to the non-commutative nature of quaternions. First, one could replace the standard complex operator with a single hypercomplex operator from the set \{ $i, j, k$ \}. Second, one could factor the exponential as
\[ e^{-i(ux+vy)} = e^{-jvy}e^{-iu_x} \], then replace each complex operator with different hypercomplex operators to obtain, for example, \( e^{-jvy}e^{-ku_x} \). Notice, however, that \( e^{-jvy}e^{-ku_x} \neq e^{-jvy}e^{-ku_x} \), so there are twelve possible combinations. Finally, since the function \( h(x, y) \) and the exponential are quaternion valued, their order alters the transform result. This allows for placing the exponent to the left, right, or splitting portions to either side. Ell was the first to study this topic extensively [ELL 92, ELL 93].

His original quaternion Fourier transform was defined as:

\[
H[j\omega, ku] = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-j\omega t} h(t, \tau) e^{-ku\tau} dt d\tau.
\]

The motivation for this definition was to simplify the analysis of systems of two-dimensional partial differential equations. Sangwine [SAN 96] demonstrated the applicability of this quaternion Fourier transform to colour images (using a discrete version of Ell’s transform). However, subsequent attempts to implement convolution and correlation using a simple generalization of the standard complex operational formula failed, and this motivated the search for alternate formulations. The result of this search is the following quaternion Fourier transform [SAN 00] where the hypercomplex operator was generalized to \( \mu \in U\mathbb{H} \).

\[
\mathcal{F}[h(n, m)] = \frac{1}{k} \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} e^{-\mu^2 \pi (\frac{mv}{M} + \frac{nu}{N})} h(n, m) = H[u, v]
\]

(14.4)

with inverse

\[
\mathcal{F}^{-1}[H[u, v]] = \frac{1}{k} \sum_{u=0}^{M-1} \sum_{v=0}^{N-1} e^{\mu^2 \pi (\frac{uv}{M} + \frac{nu}{N})} H[u, v] = h(n, m)
\]

where \( k = \sqrt{MN} \). The operators \( i, j, k \) are now special cases of \( \mu \); and the complex Fourier transform is a special case of this transform in which \( \mu = i \), and the function to be transformed is complex, the result \( H[u, v] \) is also complex. This can be seen by noting that \( \mathbb{C}_i \subset \mathbb{H} \) can be associated with the standard complex numbers. The choice of \( \mu \), called the axis of the transform is arbitrary, but not without consequence.

A closely related transform is defined by reversing the order of \( h(n, m) \) and the exponential [SAN 00]. This is called the ‘transpose’ transform. In the special complex case mentioned above, where \( \mu = i \), the transform and its transpose yield the same result. Although the transforms defined in equation (14.4) and its transpose form are sufficient for defining operational formula, there is another definition which reduces the complexity of the operational formula. This alternative to the transform definition is obtained by noting that the choice of which transform to regard as the ‘forward’ transform is arbitrary. The transform defined in equation (14.4) can be utilized as a transform from the spatial frequency domain to the spatial domain, thus swapping
the forward and inverse definitions. The transform with the negative exponential is called the ‘forward’ transform and the one with the positive exponential is called the ‘reverse’ transform. The term ‘inverse’ transform is used to denote the transform from spatial frequency domain to the spatial domain. This gives four distinct transforms, all of which are interrelated and used.

**Definition 14.3.1** Quaternion Fourier Transform. Let \( f(n, m) \in \mathbb{H}^{N \times M} \), then the quaternion Fourier transforms of \( f(n, m) \) are defined as

\[
\mathcal{F}^{\pm L}[f(n, m)] = \frac{1}{k} \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} e^{\mp \mu_2 \pi (\frac{mn}{M} + \frac{nv}{N})} f(n, m) = \mathcal{F}^{\pm L}[u, v]
\]

\[
\mathcal{F}^{\pm R}[f(n, m)] = \frac{1}{k} \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} f(m, n) e^{\mp \mu_2 \pi (\frac{mn}{M} + \frac{nv}{N})} = \mathcal{F}^{\pm R}[u, v]
\]

where \( k = \sqrt{MN} \) and the inverses are obtained by changing the sign of the exponential and summing over \( u \) and \( v \), instead of \( n \) and \( m \).

The quaternion fast Fourier transform (QFFT) may be implemented by decomposition into two independent complex Fourier transforms and thus be implemented by building upon existing complex code. This is significant because it makes available to researchers using hypercomplex Fourier transforms all the investment made by others in efficient complex Fast Fourier Transform (FFT) implementations and requires substantially less effort than coding hypercomplex versions of existing code. Consider definition 14.3.1 and write the image function to be transformed in symplectic form thus:

\[
f(n, m) = c_1(n, m) + c_2(n, m) \mu_2
\]

where \( c_1(n, m), c_2(n, m) \in \mathbb{C}_{\mu_1} \), and \( \mu_1 \perp \mu_2 \). Rewriting equation (14.4) using this symplectic form for \( f(n, m) \) and using the same unit pure quaternion, \( \mu_1 \), for the transform axis and the ‘inner’ operator of the symplectic form:

\[
\mathcal{F}[f(n, m)] = \frac{1}{\sqrt{MN}} \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} e^{-\mu_1 2\pi \left( \frac{mn}{M} + \frac{nv}{N} \right)} (c_1(n, m) + c_2(n, m) \mu_2)
\]

This may be separated as follows:

\[
\mathcal{F}[f(n, m)] = C_1[u, v] + C_2[u, v] \mu_2 = F[u, v]
\]

where

\[
C_p[u, v] = \frac{1}{\sqrt{MN}} \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} e^{-\mu_1 2\pi \left( \frac{mn}{M} + \frac{nv}{N} \right)} c_p(n, m)
\]
for $p \in \{1, 2\}$, each of which is isomorphic to the standard complex 2D Fourier transform and may be computed using standard complex code [ELL 00a].

In order to understand what the spectral coefficients represent, consider the ‘inverse’ transform (that which reconstructs the image from its spectral coefficients and the exponential basis function). Any given pair of horizontal and vertical frequencies is represented in the spatial frequency domain by four quaternion values, one in each of the four quadrants. (Exceptions are the Nyquist term, and any pair of frequencies including a DC or Nyquist term.) The coefficients in the four quadrants correspond to the four combinations of positive and negative horizontal and vertical spatial frequencies. Extract four terms from the spectrum at a given pair of horizontal and vertical spatial frequencies and the resulting inverse transform image will contain colours which follow an orbit in colour space.

A demonstration of this interpretation of the spectral components is done through the use of a colour-cube scatter plot. If each pixel value of an image is plotted in colour-space, the resulting scatter plot shows the distribution of the image’s colour contents. The first row of figure 14.1 shows an example of the Lena image and its colour-cube scatter plot. If the original image is quaternion Fourier transformed, a single harmonic (in one direction) extracted and inverse transformed, the resulting image will show a ‘rainbow grating’ pattern due to harmonic oscillations in luminance and chrominance. The scatter plot of this rainbow grating image should draw an elliptic orbit about the center of the cube. The figure also shows the results of this process against the Lena image for the first five harmonics in both the horizontal and vertical directions. As expected, the resulting scatter plots for each harmonic show that the colour content is distributed in an orbital path about the mid-gray point. (Notice the magnification scale factor used to zoom into the center of the cube since the higher harmonics are typically smaller in absolute magnitude.)

14.3.2. Convolution

Owing to the non-commutative multiplication of quaternions the most general quaternion convolution is a two-sided convolution.

**Definition 14.3.2** Two-sided Quaternion Convolution

$$g \prec f \succ h = \sum_{i=0}^{N-1} \sum_{j=0}^{M-1} g_{i,j} f_{n-i,m-j} h_{i,j}$$

where $f$ is the input image and $g, h \in \mathbb{H}^{N \times M}$ are the convolution masks.

When either of the masks is the identity, a one-sided convolution results, which gives the handed convolution definitions.
Definition 14.3.3 One-sided Quaternion Convolution. The left-handed and right-handed convolutions, respectively, are

\[ g \circ f = \sum_{i=0}^{N-1} \sum_{j=0}^{M-1} g_{n-i, m-j} f_{n-i, m-j}, \quad \text{and} \quad f \circ h = \sum_{i=0}^{N-1} \sum_{j=0}^{M-1} f_{n-i, m-j} h_{n-i, m-j}. \]

Using the quaternion Fourier transform, the spectral-domain formula for the one-sided convolution is given as [ELL 07c]:

\[
\mathcal{F}^\pm L [f \circ h] = k \left\{ F^\pm L [u, v] H^\pm L [u, v] + F^\pm L [u, v] \mu_2 H^\mp L [u, v] \right\}
\]

and

\[
\mathcal{F}^\pm R [f \circ h] = k \left\{ F^\pm R [u, v] H^\pm R [u, v] + F^\mp R [u, v] H^\mp R [u, v] \mu_2 \right\}
\]

where \( k = \sqrt{N M} \) and \( F [u, v] \) and \( H [u, v] \) are symplectically decomposed as:

\[
F^\pm L [u, v] = F^\pm L [u, v] + F^\pm L [u, v] \mu_2,
\]

and

\[
H^\pm R [u, v] = H^\pm R [u, v] + H^\pm R [u, v] \mu_2,
\]

Figure 14.1. Color-cube scatter plots of Lena image.
respectively, depending on whether the left or right Fourier transform is used.

A direct operational formula for the bi-convolution equation is unnecessary since any bi-convolution can instead be rewritten as a sum of (at most) four one-sided convolutions.

**Theorem 14.3.1 Bi-Convolution as handed-convolution.** Let $\mu_1, \mu_2 \in UV[\mathbb{H}]$ and $\mu_1 \perp \mu_2$. Decompose the left mask and image function into symplectic form as $g = g_1 + g_2 \mu_2$, and $f = f_1 + f_2 \mu_2$ where $f_1, f_2, g_1, g_2 \in \mathbb{C}_{\mu_1}$, then

$$g \prec f \succ h = f_1 \circ (g_1 h) - f_2 \circ (g_2 h) + \mu_2 \{f_2 \circ (\bar{g}_1 h) + f_1 \circ (\bar{g}_2 h)\}$$

The proof is a straightforward application of the symplectic swap rule discussed in §14.1.3. See [ELL 07c] for details.

Now it is a straightforward matter of applying the one-sided spectral convolution equations (14.5) and (14.6) to each of the four convolutions. Since the quaternion Fourier transform is a linear operation, the image function can be transformed first, then split into symplectic form.

**14.3.3. Correlation**

The discrete version of the cross-correlation of two real-valued functions is defined as

$$f \ast g = \sum_{p=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} f_{p,q} g_{p-n,q-m} = \sum_{p=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} \bar{f}_{p+n,q+m} g_{p,q}$$

Here substituting $n' = p - n$ and $m' = q - m$ yields the second equality. So, unlike the convolution of two real-valued functions, the correlation of two real-valued functions does not commute, i.e., $f \ast g \neq g \ast f$. For real-valued functions this definition is sufficient. However, for complex valued functions, a conjugate operation is required to ensure that the autocorrelation surface $R_f(n, m)$ and the power-spectral density $S_f[u, v]$ constitute a Fourier-transform pair as required by the Wiener-Khintchine Theorem [MAR 65, p.169]. So for complex-valued functions the discrete correlation formula becomes

$$f \ast g = \sum_{p=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} f_{p,q} g_{p-n,q-m} = \sum_{p=-\infty}^{\infty} \sum_{q=-\infty}^{\infty} \bar{f}_{p+n,q+m} g_{p,q}.$$ 

The last equality uses the fact that shift reversal cancels conjugation and that conjugation of a product does not reorder the product, i.e., $\bar{z_1 z_2} = \bar{z}_1 \bar{z}_2$ for any two complex numbers. Further, it requires that the direction of the shift $(p \pm n, q \pm m)$ be immaterial.
However, in the case of image processing shift direction is important, as for example in image registration [MOX 03].

Taking all of this into consideration, there are two equivalent definitions for the cross-correlation of two images $f$ and $g$ when extended to hypercomplex images [SAN 99].

**Definition 14.3.4 Quaternion Cross-Correlation.** Let $f, g \in \mathbb{V}[H]^{N \times M}$, then their cross-correlation is given by

$$f \ast g = \sum_{q=0}^{N-1} \sum_{p=0}^{M-1} f_{p,q} \overline{g}_{p-q,m-n} = \sum_{q=0}^{N-1} \sum_{p=0}^{M-1} f_{p+m,q+n} \overline{g}_{p,q} = R_{fg}$$

(14.7)

where the shift operator on $f$ and $g$ is implemented cyclically using modulo arithmetic.

$R_{fg}$ is the correlation surface of the images as an $N \times M$ image. If the correlated functions are the same, i.e., $f = g$, the auto-correlation surface $R_f$ is computed. These equations effectively treat the images as one tile sliding over an infinite plane of tiles. The direct evaluation of the cross-correlation is impractical for all but the smallest images due to the high computational costs ($O(N^4)$ for a $N \times N$ image). This necessitates the use of the fast quaternion Fourier transform given earlier.

Using the Fourier transforms (§ 14.3.1) and symplectic decomposition the spectral form of the cross-correlation is given as [ELL 00b]:

$$R_{fg} = \mathcal{F} \mathcal{R} \left\{ F^+ R_{G^\parallel L} + F^- R_{G^\perp L} \right\}$$

or

$$R_{fg} = \mathcal{F} \mathcal{L} \left\{ F^\parallel L R_{G^\parallel L} + F^\perp L R_{G^\perp L} \right\}$$

where $G = \mathcal{F} \{ g \}$, $F = \mathcal{F} \{ f \}$, $(G^\parallel, F^\parallel) \parallel \mu$, and $(G^\perp, F^\perp) \perp \mu$.

### 14.4. Linear filtering

Fundamental to linear image filtering is the convolution operator. Recall the definition of the real 2D discrete convolution:

$$y_{n,m} = \sum_k \sum_l m_{k,l} x_{n-k,m-l}$$

where $m, x \in \mathbb{R}$. Each summand, $m_{k,l} x_{n-k,m-l}$, is a linear function that scales the image pixel value $x$ by the mask value $m$. At its basic arithmetic level convolutions
consist of shifted and scaled accumulations based on the relative location of scalar values in the convolution filter mask. Scalar image convolution is therefore restricted to the scaling of pixel-values. Whereas an individual summand of the real convolution forms the classical linear function, \( y = m_x \), a summand of the quaternion bi-convolution is one part of a multi-part quaternion linear function given by:

\[
 y = \sum_{p=1}^{P} m_p x n_p
\]

where \( m_p, x, n_p \in \mathbb{H} \). Without the loss of generality, functions of this type can be reduced to at most four terms as discussed in \( \S \) 14.1.4. This upper limit is not as obvious as it first appears; non-commutative quaternion multiplication causes difficulty in reducing functions with more terms.

**Theorem 14.4.1 Quaternary canonical form.** Let \( m_p, n_p, q \in \mathbb{H} \). Without loss of generality the multinomial linear equation

\[
 f(q) = \sum_{p=1}^{P} m_p q n_p
\]

can be reduced to

\[
 f(q) = A q + B q i + C q j + D q k
\]

(14.8)

where

\[
 A = \frac{1}{2} \sum_{p=1}^{P} m_p (n_p + \bar{n}_p), \quad B = \frac{1}{2} \sum_{p=1}^{P} m_p (i\bar{n}_p i + \bar{n}_p) i,
\]

\[
 C = \frac{1}{2} \sum_{p=1}^{P} m_p (j\bar{n}_p j + \bar{n}_p) j, \quad D = \frac{1}{2} \sum_{p=1}^{P} m_p (k\bar{n}_p k + \bar{n}_p) k.
\]

One can expand the right-hand terms as \( n_p = n_p^w + n_p^x i + n_p^y j + n_p^z k \), then each summand can be factored as \( m_q n_p = m_q n_p^w q + m_q n_p^x q i + m_q n_p^y q j + m_q n_p^z q k \) which results in the required number of four terms. However the formulas above for \( A, B, C \) and \( D \) require no knowledge of the Cartesian components of \( n_p \). For a detailed proof see [ELL 07b].

Once reduced to canonical form, linear combinations of such functions can be maintained in this form. Let two such functions be given as: \( f_1(q) = A_1 q + B_1 q i + C_1 q j + D_1 q k \) and \( f_2(q) = A_2 q + B_2 q i + C_2 q j + D_2 q k \) then their sum \( f_1 + f_2 \) is given by sum of the individual components, i.e.,

\[
 f_1(q) + f_2(q) = A_3 q + B_3 q i + C_3 q j + D_3 q k
\]
where \( A_3 = A_1 + A_2, B_3 = B_1 + B_2, C_3 = C_1 + C_2, \) and \( D_3 = D_1 + D_2. \) Likewise, their composition, \( f_2(f_1(q)) \), is given by
\[
f_2(f_1(q)) = A_3q + B_3qi + C_3qj + D_3qk
\]

where
\[
A_3 = A_2A_1 - B_2B_1 - C_2C_1 - D_2D_1, \\
B_3 = A_2B_1 + B_2A_1 - C_2D_1 + D_2C_1, \\
C_3 = A_2C_1 + B_2D_1 + C_2A_1 - D_2B_1, \\
D_3 = A_2D_1 - B_2C_1 + C_2B_1 + D_2A_1.
\]

Given this canonical form, the general quaternion convolution (given in definition 14.3.2) can be rewritten as
\[
y_{n,m} = \sum_{i=0}^{N-1} \sum_{j=0}^{M-1} \left\{ A_{i,j}f_{n-i,m-j} + B_{i,j}f_{n-i,m-j}i + C_{i,j}f_{n-i,m-j}j + D_{i,j}f_{n-i,m-j}k \right\}.
\]

Or in left-convolution operator notation
\[
y = (A \circ f) + (B \circ f)i + (C \circ f)j + (D \circ f)k.
\]

Now the canonical linear quaternion function can be written in matrix form as
\[
Aq + Bqi + Cqj + Dqk \leftrightarrow M[q]
\]
where \( M \in \mathbb{R}^{4 \times 4} \) is given by
\[
M = [A] + [B]i + [C]j + [D]k.
\]

What should be noted is that \( M \) does not necessarily represent a single quaternion, which has only four degrees of freedom. But it is always true that any arbitrary matrix \( M \) can be written as an equivalent canonical linear quaternion function. Further, if \( M \in GL_4(\mathbb{R}) \) (the set of invertible \( 4 \times 4 \) matrices), then \( f(q) \leftrightarrow M[q] \) is invertible also.

#### 14.4.1. Geometric filtering

It will now be shown that the linear functions in canonical form can be used to perform a number of 3-space geometric transformations on pixel vectors beyond scaling such as: rotations, shears, translations, reflections and even perspective projections of the vectors. These image pixel ‘point’-operators are then used to build convolution masks. The transformations discussed are applied to the image pixels in the space of
the samples; these are not transformations applied to an image’s index. For example, when we talk of a rotation we mean rotation of pixel values, not a rotation of the image about its index system; hence colour image pixel rotation about the grey line \( r = g = b \) changes the hue of a pixel, not its saturation or luminance.

Given the equivalence between canonical linear functions and members of \( GL_4(\mathbb{R}) \), we can start with the geometric transforms possible using matrices in \( GL_4(\mathbb{R}) \). The following equation diagrams the possibilities for a unit-weight point \( [q]^T = [1, x, y, z] \):

\[
\begin{bmatrix}
  w' \\
  x' \\
  y' \\
  z'
\end{bmatrix}
= \begin{bmatrix}
  k & p_x & p_y & p_z \\
  t_x & u_x & s_{xy} & s_{xz} \\
  t_y & s_{yx} & u_y & s_{yz} \\
  t_z & s_{zx} & s_{zy} & u_z
\end{bmatrix}
\begin{bmatrix}
  1 \\
  x \\
  y \\
  z
\end{bmatrix}
\]

where the unit-weight output point is given by \( [q']^T = [1, x'/w', y'/w', z'/w'] \). In this equation, \( t_i \) correspond to translations, \( u_i \) to non-uniform scaling, \( s_{ij} \) to shears, \( p_i \) to projections, and \( k \) to uniform scaling, where \( i, j \in \{x, y, z\} \) and \( i \neq j \). The \( 3 \times 3 \) sub-matrix consisting of the \( u_i \)'s and \( s_{ij} \)'s can be fashioned as a direction-cosine matrix to yield rotations, and with appropriate sign changes to yield reflections. In short, all 3-space geometric transformations are available with this single matrix equation. Individual operations can be cascaded to create more complex transformations by multiplying their individual matrices together.

One could brute-force build the canonical linear functions by first constructing the individual operations in \( GL_4(\mathbb{R}) \), then convert them to quaternion functions, however, a more elegant way is to construct them directly. We give just two examples to show their expressive power. Each of these is overly complicated when represented in \( GL_4(\mathbb{R}) \). More examples can be found in [ELL 07a].

The first example is a radial dilation function. Radial dilations are a set of transformations that expand 3-dimensional space outwards from an invariant line defined by a unit quaternion \( \mu \) using a scale factor \( \alpha \). The transformation is represented by

\[
f(q) = 2 + \frac{\alpha}{2} q + \frac{\alpha}{2} \mu q \mu
\]

where \( \alpha > 0 \) expands space, and \( \alpha < 0 \) compresses space. As a simple example of what this transformation achieves, if applied to an RGB encoded image, with the grey-line \( r = g = b \) as the invariant line, it allows saturation to be increased or decreased without affecting hue or luminance.

The second example is an axial neutral shear function. They are axial neutral since the axis line has no shear effect. The axial shear equation is

\[
f(q) = q \left( 1 - \frac{\alpha}{2} \mu_3 \right) - \frac{\alpha}{2} \mu_2 q \mu_1,
\]
where $\mu_3$ is the axis of the shear and $\alpha$ is the shear factor. It is required that $\mu_1 \perp \mu_2 \perp \mu_3$ and $\mu_1 \mu_2 = \mu_3$ (i.e., they form an orthogonal right-handed triad). This requirement ensures that vectors are mapped to vectors.

14.4.2. Examples

We illustrate the use of hypercomplex geometric filtering through a chrominance-edge detection example. This filter will have the maximum response to colour transitions that are opponent colours in the Hering opponent colour $(R_g Y_b W_k)$ space. It will not respond to luminance changes, but will respond to saturation changes. Further, the filtered image will represent the colour transitions in the output that are coloured in accordance to the direction of the transition in the opponent colour space. There are four canonical functions needed to build such a convolution filter.

The first function maps the input image from RGB to $R_g Y_b W_k$ colour space. Since this mapping is linear, it can be represented as

$$f_1(q) = \frac{1}{4}(2 - i - j) q + \frac{1}{4}(1 - 2i + 2j - k) qi + \frac{1}{4}(1 + 2i + 2j - 3k) qj + \frac{1}{4}( -i - 3j - 2k) qk.$$  

To remove the luminance information we need a second function which projects pixel values onto the mid-grey plane in the $R_g Y_b W_k$ colour space. To enhance the output response (for better viewing) we scale the chrominance information uniformly by an arbitrary factor of 10. The function which does this is

$$f_2(q) = \frac{1}{4}(21) q - \frac{1}{4}(i) qi - \frac{1}{4}(j) qj + \frac{1}{4}(19k) qk.$$  

A scalar-image edge detector usually consists of neighboring mask elements with opposing signs such as

$$\begin{bmatrix} +1 & +1 & +1 \\ 0 & 0 & 0 \\ -1 & -1 & -1 \end{bmatrix}$$

for a horizontal edge detector. A direct generalization of this concept (i.e., the $\pm 1$’s) for vector pixels is to rotate the pixels in the upper row clockwise 90$^\circ$ and the pixels in the lower row counter-clockwise by the same amount. In a uniformly coloured region of the image the results of the mask operation exactly cancel (since the vectors will point in opposite directions). For an image region which contains a transition from one colour to its opponent colour the rotations align the pixel vectors in the same direction giving the maximum result. (This of course assumes that the mid-grey point is the origin of the colour space, which is how we encode the RGB values when converting them to a quaternion weighted-points.) Therefore, the third function needed is a 90$^\circ$ rotation about the grey-line, in $R_g Y_b W_k$ coordinates, and is given by

$$f_3(q) = \frac{1}{2}(1 + k) q - \frac{1}{2}(1 + k) qk$$
The fourth function is used to ‘tune’ the output response of the filter. We will rotate output colours, after conversion back to RGB space, by a 45° angle about the grey-line using

\[ f_4(q) = \begin{bmatrix} 0.8536 & + & 0.20410i & + & 0.20410j & + & 0.20410k \end{bmatrix} q + \begin{bmatrix} -0.2041 & - & 0.04882i & - & 0.04882j & - & 0.04882k \end{bmatrix} q i + \begin{bmatrix} -0.2041 & - & 0.04882i & - & 0.04882j & - & 0.04882k \end{bmatrix} q j + \begin{bmatrix} -0.2041 & - & 0.04882i & - & 0.04882j & - & 0.04882k \end{bmatrix} q k \]

(This is a purely arbitrary choice used to illustrate the power of this technique, as there is no additional computational burden in doing this step.) We are now ready to construct the final horizontal edge-detection mask using these quaternion functions as

\[
\begin{bmatrix} U & U & U \\ 0 & 0 & 0 \\ L & L & L \end{bmatrix}
\]

where \( U(q) = f_4 \circ f_3^{-1} \circ f_2 \circ f_1 \) and \( L(q) = f_4 \circ f_3^{-1} \circ f_2 \circ f_1 \).

Figures 14.2 and 14.3 show the input and output images, respectively, for this colour-edge detector.

14.5. Quaternion Principal Component Analysis

Principal Component Analysis (PCA) is a well established tool in image and signal processing. Its applications are countless and can be found in standard textbooks. Here, we consider the extension of PCA to the case where the data are quaternion valued. The idea of Hypercomplex PCA originated in polarized seismic signal processing [Le 04] and was then developed for colour images [Le 03]. Here, we present
some colour image denoising results based on hypercomplex PCA and a rank reduction technique.

14.5.1. Hypercomplex matrices and vectors

Matrices and vectors of quaternions are a straightforward generalization of real or complex valued matrices and vectors. A quaternion valued matrix composed of $N$ rows and $M$ columns, denoted $A$ is an element of $\mathbb{H}^{N \times M}$. A quaternion valued vector of dimension $N$ is an element of $\mathbb{H}^N$. Obviously, a quaternion matrix $A \in \mathbb{H}^{N \times M}$ can be written in its Cartesian form as:

\[ A = A_w + A_x i + A_y j + A_z k, \]

where $A_{w,x,y,z} \in \mathbb{R}^{N \times M}$ are its real matrix components. The same Cartesian form exists for vectors. Here we consider right vector spaces over $\mathbb{H}$ [Le 04] which means that scalars multiply vectors from the right. This choice is motivated by the fact that this convention leads to 'standard' notation for matrix manipulation and also because the theory of right eigenvalues is well established for quaternion matrices, while the use of left eigenvalues is not obvious from their theory [ZHA 97].

An $N$-dimensional vector space is called a right vector space over the set of quaternions $\mathbb{H}$ if, $\forall v \in \mathbb{H}^N$ and $\xi, \mu \in \mathbb{H}$, the following stands:

\[ (v \xi) \mu = v (\xi \mu). \]

Given a quaternion valued vector $v \in \mathbb{H}^N$, then its transpose is $v^T$ while its conjugate-transpose is $v^\dagger$. The scalar product of two quaternion vectors $u$ and $v$ is given by:

\[ \langle u, v \rangle = uu^\dagger = \sum_{\alpha=1}^N \pi_\alpha u_\alpha v_\alpha. \]

The norm of a quaternion vector is defined as:

\[ \|u\| = \langle u, u \rangle^{1/2}. \]

Two quaternion vectors $u$ and $v \in \mathbb{H}$ are said to be orthogonal if $\langle u, v \rangle = 0$. It is possible to demonstrate [Le 04] that a right vector space over $\mathbb{H}$ can be decomposed into a sum of orthogonal and linearly independent quaternion vectors.

Most of the quaternion matrix properties can be found in [ZHA 97]. Here we list some properties without proofs. The Frobenius norm of a quaternion matrix $A \in \mathbb{H}^{N \times M}$ is $\|A\| = \sum_{i=1}^N \sum_{j=1}^M |a_{ij}|^2$. A quaternion matrix is called unitary if $AA^\dagger = \text{Id}$ where $\text{Id}$ is the real identity matrix. Any quaternion matrix $A \in \mathbb{H}^{N \times M}$ can be written as [ZHA 97, Le 04] :

\[ A = UDV^\dagger \]

where $U \in \mathbb{H}^{N \times N}$ and $V \in \mathbb{H}^{N \times N}$ are unitary matrices and where $D \in \mathbb{R}^{N \times N}$ is a diagonal matrix with the singular values of $A$ on its diagonal. The rank of a quaternion matrix is given by the number of its non-null singular values$^5$. A quaternion matrix is called Hermitian if $A = A^\dagger$. More properties of quaternion matrices can be found in [ZHA 97].

---

$^5$ Note that the rank definition is not obvious for quaternion matrices due to the non-commutativity of the multiplication over $\mathbb{H}$, but can be defined in a non-ambiguous way using complex representation of quaternion matrices (see [ZHA 97] for example).
14.5.2. Eigenvalue decomposition of Hermitian quaternion matrices

As we will be interested in the eigenvalue decomposition (EVD) of the covariance matrix, which is Hermitian by construction, we only present the EVD for such matrices here.

A Hermitian quaternion matrix $A \in \mathbb{H}^{N \times N}$ can be decomposed like:

$$A = U \Delta U^\dagger$$

(14.9)

where $U \in \mathbb{H}^{N \times N}$ is a unitary quaternion matrix and $\Delta \in \mathbb{R}^{N \times N}$ is a real diagonal matrix with the eigenvalues $\delta_\beta, \beta = 1, \ldots, r$ of $A$ on its diagonal ($r$ is the rank of $A$).

Since $U$ is unitary, its columns are orthogonal, and thus it is possible to write $A$ as a sum of rank 1 subspaces:

$$A = \sum_{\beta=1}^{r} \delta_\beta u_\beta u_\beta^\dagger = \sum_{\beta=1}^{l} \delta_\beta u_\beta u_\beta^\dagger + \sum_{\beta=l+1}^{r} \delta_\beta u_\beta u_\beta^\dagger = A_l + A_{r-l}$$

(14.10)

where the subspaces spanned by $A_l$ and $A_{r-l}$ are orthogonal. Now, assuming that the eigenvalues are ranked in decreasing order of magnitude, then a truncation of rank $l$ of $A$ consists in considering $A_l$. As proved in [Le 04], this rank-$l$ approximation of the matrix $A$ is the best approximation (in the mean square sense) as the error $\varepsilon$:

$$\varepsilon = \text{Trace} \left[ (A - A_l)^\dagger (A - A_l) \right] = \sum_{\beta=l+1}^{r} \delta_\beta^2$$

(14.11)

is minimum (see [Le 04]). Note also that thanks to (14.10) the following is true:

$$(A - A_l)A_l^\dagger = 0$$

The subspace defined by $A_l$ is made up of the sum of $l$ rank-1 subspaces corresponding to the highest eigenvalues of $A$.

In order to compute the eigenvalues of a quaternion Hermitian matrix, there exist two main possibilities:

1) To use the isomorphism between quaternions and $2 \times 2$ complex matrices

2) To compute the decomposition in quaternion arithmetic.

The first possibility uses the fact that any quaternion matrix $A \in \mathbb{H}^{N \times M}$ can be written in its Cayley-Dickson form as: $A = A_{(1)} + A_{(2)}j$, with $A_{(1)}, A_{(2)} \in \mathbb{C}^{N \times M}$. Then, it is possible to define for $A$ its complex adjoint matrix $\chi_A \in \mathbb{C}^{2N \times 2M}$ as:

$$\chi_A = \begin{pmatrix} A_{(1)} & A_{(2)} \\ -A_{(2)}^\dagger & A_{(1)}^\dagger \end{pmatrix}$$
The eigenvalues of $\chi_A$ are directly linked with those of $A$ (see [ZHA 97] for details). The use of $\chi_A$ to estimate the eigenvalues of $A$ has the advantage that it can be done using algorithms working in complex arithmetic. The main drawback is the computation time, as it is necessary to compute the EVD of a matrix whose size is twice that of the original matrix. This approach was used in [Le 04]. For the second possibility recent results in quaternion matrix algebra [Le 07, SAN 06] may be used to compute the eigenvalues directly in quaternion arithmetic. The main advantage of this approach is computation time as well as accuracy of the eigenvalues. Such algorithms are part of the QTFM (Quaternion Toolbox For Matlab) [SAN 05].

14.5.3. Quaternion PCA for colour image denoising and dimensionality reduction

The use of quaternion PCA could be transposed to any PCA-like problem where quaternion models arise for colour images. Here, we mention the denoising and dimensionality reduction problem. In fact, this former problem is nothing more than a noise-free PCA of the original image and a lower-dimension representation of the image. We present the noisy case before considering the dimensionality reduction special case.

Consider the case of a colour image corrupted by some white Gaussian noise. We use the quaternion representation of colour images, i.e. the image of interest $X \in V[\mathbb{H}]^{N \times N}$ has $N$ rows and $N$ columns and each pixel is a pure quaternion. The noise we consider here is a matrix $N \in V[\mathbb{H}]^{N \times N}$ where each pure quaternion is a 3D Gaussian random variable with covariance $\Sigma_N = \sigma^2 \text{Id}_3$. The noise is supposed decorrelated from the image of interest. The noisy colour image $Y \in V[\mathbb{H}]^{N \times N}$ can thus be expressed as:

$$Y = X + N \quad (14.12)$$

PCA consists in finding an estimate of $X$ given $Y$ with the assumptions previously stated. Before discussing the limitations of quaternion PCA, we briefly explain its principle. First, assuming decorrelation between the noise and the signal, then the covariance of $Y$ is given by:

$$\Gamma_Y = E \left[ XX^\dagger \right] + E \left[ NN^\dagger \right] = \Gamma_X + \sigma^2 \text{Id} \quad (14.13)$$

Practically, the mathematical expectation $E[.]$ has to be replaced by some sub-image averaging, assuming ergodicity and stationarity of the noise $N$, as we only have one realization of the noisy image. Then, computing the EVD of $\Gamma_Y$, one gets:

$$\Gamma_Y = \sum_{\alpha=1}^{N_s} \delta_{\alpha} u_{\alpha} u_{\alpha} + \sum_{\alpha=N_s+1}^{r} \delta_{\alpha} u_{\alpha} u_{\alpha} \quad (14.14)$$
where $N_s$ is the dimension of the signal subspace (here the image of interest $X$) and $r$ is the rank of $Y$. Natural images are in fact full rank images, which means that a $N_s$ truncation will be an approximation of the original image. However, if the approximation is good for small values of $N_s$, then the denoising will be efficient. The noise is spread over all the eigenvalues of $\Gamma Y$ and thus the noise reduction is of the order of $r/(r - N_s)$. Using the eigenvectors of $\Gamma Y$ corresponding to the highest eigenvalues (and so the signal subspace), one can build the projector on this subspace of dimension $N_s$:

$$P_{\text{Sig}} = \sum_{\alpha=1}^{N_s} u_{\alpha} u_{\alpha}^\dagger$$ (14.15)

This projector must be applied to the data $Y$ to obtain an estimate of the original image $X$ in the following way:

$$\tilde{X} = P_{\text{Sig}} Y$$ (14.16)

where the symbol $\tilde{}$ stands for the estimated value of the quantity of interest. The decomposition of $\Gamma Y$ into orthogonal subspaces thanks to the quaternion EVD ensures orthogonality between $\tilde{X}$ and the remaining part $Y - \tilde{X}$ which is composed of the high frequencies of the original image $X$ and the noise $N$. Note that quaternion PCA does not allow a perfect reconstruction and only minimises the mean square error between the estimated and original image under the above mentioned assumptions. This limitation of PCA-like techniques is well known and has motivated the large amount of work on Independent Component Analysis (ICA) which tries to overcome such problems in searching for statistically independent components rather than orthogonal ones (but still with an assumption of Gaussian noise). We mention that ICA has been extended to quaternion valued signals [Le 06], but has not been studied in the framework of colour image denoising up to now. Considering now the case of dimensionality reduction, it is straightforward from equation (14.16) to see that if $P_{\text{Sig}}$ is estimated using a noise free image (i.e. with $N = 0$ in (14.12)), then one gets for $\tilde{X}$ a lower rank (specified by $N_s$) representation of $X$. Thanks to the orthogonality constraints imposed during quaternion PCA, the error between $X$ and $\tilde{X}$ is minimal in the mean square sense. In the following section, we present some results of this rank reduction technique.

14.5.4. Examples

We illustrate the use of quaternion PCA on colour images with an example of dimensionality reduction. In figure 14.4, the original image of size $256 \times 256$ is presented, left. Then, in figures 14.4, right and 14.5, the ‘reduced versions’ of lower ranks (respectively 1, 20 and 100) are displayed. In order to have an idea of the reconstruction error, we give in figure 14.6 this error as a function of the rank truncation $r$.

From figure 14.5, it is obvious that a rank-100 reconstruction is already a good approximation of the original image, even if the original image was of full rank (256).
Figure 14.4. Original (left) and rank-1 truncation (right) images

Figure 14.5. Rank-20 (left) and rank-100 truncation (right) images

Figure 14.6. Reconstruction error (mean square)
This is confirmed in figure 14.6 where it can be seen how the image is well reconstructed with a low rank approximation. Most of the colour and spatial information is contained in the low ranks. Then the reconstruction error tends to zero as the rank tends to 256. Similar results were obtained on other images in [Le 03]. This confirms that as a dimensionality reduction technique, the quaternion PCA offers a practical tool that handles colour in a very natural way.

14.6. Conclusions and future directions

In this chapter we have given an overview of the utility of hypercomplex, particularly quaternion, methods for representing and processing vector images, with particular examples drawn from the field of colour image processing. Quaternion Fourier transforms are now well understood, and coupled with the developing understanding of linear quaternion systems and their links to the algebra of the general linear group, $GL_4(\mathbb{R})$, there is much promise of new linear filter developments. This is particularly promising where linear implementations are possible using homogeneous coordinates, but the operation performed in the space of the image pixels themselves is non-linear, because it is clear that linear operations in the space of the pixel values are very limited in effect. At the same time, new developments in hypercomplex generalisations of linear algebra can be applied to vector signal and image processing. The principal component analysis technique can be extended to the case of quaternion valued images, thanks to recent advances in quaternion matrix decomposition. Possible applications of quaternion PCA remain to be investigated. Further work should include the study of quaternion independent component analysis (ICA) for colour images and its potential use for denoising of colour images. The applications of linear algebra in signal and image processing tend to be at a deep level of algorithmic design, and this field is not yet so far advanced because it was started about 5 years later than the study of Fourier transforms and linear filtering. However, the tools now available for research make it inevitable that new developments will occur quite rapidly.


In this chapter, we present a new method to classify specific objects in astronomy, the galaxies, with new multiband observation that are now available within Virtual Observatory framework (see next paragraph). To do such a task, we think that multichannel observation should be used to classify such objects according to their global behavior, and not only the shape of the pattern within the single optical band. We propose to decompose each object into structures and to reconstruct them (inverse problem) by using multichannel observations with a Bayesian model and Monte Carlo sampling. The next step, will be to extend this approach of galaxy decomposition to hyperspectral data given by MUSE instrument which is under construction. We conclude this chapter by some perspectives, drawing how we would like to try to analyse huge amount of data, that are today only simulated but that are scheduled to arrive at the beginning of 2012.

15.1. Virtual Observatory (VO) and new objectives

With the development of Virtual Observatory (VO) since 2001, astronomers have now access, through internet network, to huge amount of image data, taken with different telescope, with different time exposure, with different point spread function
Multivariate image processing

Data access has been solved in the past years by the development of interoperability tools which are now efficient, even if some improvements remains possible. The main goal, now, consists in managing such huge amount of data, to link them together, to evaluate their redundancy and exploit their uncertainty. To achieve this goal, we develop data fusion methods to obtain a target image to be inferred from a number of blurred noisy images from a single or different sensors under various conditions of acquisition (various lattice grid, varying shift, random orientation, blur, noise, etc). We propose to use Bayesian framework to invert the forward model which describes accurately the image formation process. By this way, we try to take into account some a priori knowledge for automatic registration and spatial resampling, in order to be able to address the ill-posed problem in a rigorous Bayesian scheme. Our goal consists in the modelling of the whole instrument acquisition process, to outperform existing methods such as resample-and-add or drizzling methods since we can handle different instrument behavior and compute uncertainty estimate as well. Moreover, we develop this approach in a recursive way to fuse ultraspectral cubes from MUSE instrument, so that the model can be updated when new data become available. This chapter is organized as follows: in section (2.2) galaxy classification is presented, whereas in section (2.3) we present a new pattern decomposition to classify them. Section (2.4) present Bayesian model and Monte Carlo sampling for parameter estimation. Section (2.5) show some results we obtained on simulated and raw data. Finally, we draw the perspective of ultraspectral fusion on huge data set via a Bayesian perspective.

15.2. Galaxy classification goals

Galaxy classification is a necessary step in analysing and then understanding the evolution of these objects in relation to their environment at different spatial scales. Current classifications rely mostly on the De Vaucouleurs scheme [1] which is an evolution of the original idea by Hubble. These classifications are based only on the visible aspect of galaxies and identifies five major classes: ellipticals, lenticulars, spirals with or without bar, and irregulars. Each class is characterized by the presence, with different strengths, of physical structures such as a central bright bulge, an extended fainter disc, spiral arms, ... and each class and the intermediate cases are themselves divided into finer stages.

Nowadays wide astronomical image surveys provide huge amount of multiwavelength data. For example, the Sloan Digital Sky Survey (SDSS) has already produced more than 15 Tb of 5-band images. Nevertheless, most classifications still do not take advantage of colour information, although this information gives important clues on galaxy evolution allowing astronomers to estimate the star formation history, the current amount of dust, etc. This observation motivates the research of a more efficient

Panoramic integral-field spectrograph: huge ultraspectral data to understand Universe history classification including spectral information over all available bands. Moreover due to the quantity of available data (more than 930,000 galaxies for the SDSS), it appears relevant to use an automatic and unsupervised method.

Two kinds of methods have been proposed to automatically classify galaxies following the Hubble scheme. The first one measures galaxy features directly on the image (e.g. symmetry index [2], Petrosian radius [3], concentration index [4], clumpiness [5], . . . ). The second one is based on decomposition techniques (shapelets [6], the basis extracted with principal component analysis [7], and the pseudo basis modeling of the physical structures: bulge and disc [8]). Parameters extracted from these methods are then used as the input to a traditional classifier such as a support vector machine [9], a multi layer perceptron [10] or a Gaussian mixture model [6].

These methods are now able to reach a good classification efficiency (equal to the experts’ agreement rate) for major classes [7]. Some attempts have been made to use decomposition into shapelets [11] or feature measurement methods [12] on multispectral data by processing images band by band. Fusion of spectral information is then performed by the classifier. But the lack of physical meaning of data used as inputs for the classifiers makes results hard to interpret. To avoid this problem we propose to extend the decomposition method using physical structures to multiwavelength data. This way we expect that the interpretation of new classes will be straightforward.

In this context, three 2D galaxy decomposition methods are publicly available. Gim2D [13] performs bulge and disc decomposition of distant galaxies using MCMC methods, making it robust but slow. Budda [14] handles bulge, disc, and stellar bar, while Galfit [15] handles any composition of structures using various brightness profiles. Both of them are based on deterministic algorithms which are fast but sensitive to local minima. Because these methods cannot handle multispectral data, we propose a new decomposition algorithm. This works with multispectral data and any parametric structures. Moreover, the use of MCMC methods makes it robust and allows it to work in a fully automated way.

In Sec. 15.3, we extend current models to multispectral images. Then, we present in Sec. 15.4 the Bayesian approach and a suitable MCMC algorithm to estimate model parameters from observations. The first results on simulated and raw images are discussed in Sec. 15.5. Finally perspectives are drawn in Sec. 15.6.

15.3. Galaxy Model

Decomposition into Structures

It is widely accepted by astronomers that spiral galaxies for instance can be decomposed into physically significant structures such as bulge, disc, stellar bar and
spiral arms (Fig. 15.4, first column). Each structure has its own particular shape, populations of stars and dynamic. The bulge is a spheroidal population of mostly old red stars located in the centre of the galaxy. The disc is a planar structure with different scale heights which includes most of the gas and dust if any and populations of stars of various ages and colour from old red to younger and bluer ones. The stellar bar is an elongated structure composed of old red stars across the galaxy centre. Finally, spiral arms are over-bright regions in the disc that are the principal regions of star formation. The visible aspect of these structures are the fundamental criterion in the Hubble classification. It is noteworthy that this model only concerns regular galaxies and that no model for irregular or peculiar galaxies is available.

We only consider in this chapter bulge, disc, and stellar bar. Spiral arms are not included because no mathematical model including both shape and brightness informations is available: we are working at finding such a suitable model.

Structure Model

We propose in this section a multispectral model for bulge, disc, and stellar bar. These structures rely on the following components: a generalized ellipse (also known as super ellipse) is used as a shape descriptor and a Sérsic law is used for the brightness profile [16]. These two descriptors are flexible enough to describe the three structures.

The major axis $r$ of a generalized ellipse centred at the origin with axis parallel to coordinate axis and passing trough point $(x, y) \in \mathbb{R}^2$ is given by:

$$r(x, y) = \left( |x|^c + 2 + |y|^{c+2} \right)^{\frac{1}{c+2}} \tag{15.1}$$

where $c$ is the ratio of the minor to the major axis and $c$ controls the misshapenness: if $c = 0$ the generalized ellipse reduces to a simple ellipse, if $c < 0$ the ellipse is said to be *disky* and if $c > 0$ the ellipse is said to be *boxy* (Fig. 15.1). Three more parameters are needed to complete shape information: the centre $(c_x, c_y)$ and the position angle $\alpha$ between abscissa axis and major axis.

The Sérsic law [16] is generally used to model the brightness profile. It is a generalization of the traditional exponential and De Vaucouleurs laws usually used to model disc and bulge brightness profiles. Its high flexibility allows it to vary continuously from a nearly flat curve to a very piked one (Fig. 15.2). The brightness at major axis $r$ is given by:

$$I(r) = I \exp -k_n \left( \frac{r}{R} \right)^n - 1 \tag{15.2}$$

where $R$ is the effective radius, $n$ is the Sérsic index, and $I$ the brightness at the effective radius. $k_n$ is an auxiliary function such that $\Gamma(2n) = 2\gamma(2n, k_n)$ to ensure
Figure 15.1. Left: a simple ellipse with position angle $\alpha$, major axis $r$ and minor axis $r/e$. Right: generalized ellipse with variations of parameter $c$ (displayed near each ellipse).

Figure 15.2. The Sérsic law for different Sérsic index $n$. $n = 0.5$ yields a Gaussian, $n = 1$ yields an exponential profile and for $n = 4$ we obtain the De Vaucouleurs profile.

that half of the total flux is contained in the effective radius ($\Gamma$ and $\gamma$ are respectively the complete and incomplete gamma function).

Then, the brightness at pixel $(x, y)$ is given by:

$$F(x, y) = (F_1(x, y), \ldots, F_B(x, y))$$

with $B$ the number of bands and the brightness in band $b$ is defined as:

$$F_b(x, y) = I_b \exp(-k_{\alpha_b} \left( \frac{r(x, y)}{R_b} \right)^{\frac{1}{n_b}} - 1)$$

As each structure is supposed to represent a particular population of stars and galactic environment, we also assume that shape parameters do not vary between bands. This strong assumption seems to be verified in observations suggesting that shape
variations between bands is negligible compared with deviation induced by noise. Moreover, this assumption reduces significantly the number of unknowns. The stellar bar has one more parameter which is the cut-off radius $R_{\text{max}}$; its brightness is zero beyond this radius. For the bulge (respectively the stellar bar), all Sérsic parameters are free which leads to a total number of $5 + 3B$ (respectively $6 + 3B$) unknowns. For the disc, parameter $c$ is set to zero and Sérsic index is set to one leading to $4 + 2B$ free parameters. Finally, we assume that the centre is identical for all structures yielding a total of $11 + 8B$ unknowns.

**Observation Model**

Atmospheric distortions can be approximated by a spatial convolution with a Point Spread Function (PSF) $H$ given as a parametric function or an image. Other noises are a composition of several sources and will be approximated by a Gaussian noise $\mathcal{N}(0, \Sigma)$. Matrix $\Sigma$ and PSF $H$ are not estimated as they can be measured using a deterministic procedure. Let $Y$ be the observations and $e$ the noise, we then have:

$$Y = Hm + e$$

with $m = F_B + F_D + F_{Ba}$

(15.5)

with $B$, $D$, and $Ba$ denoting respectively the bulge, the disc, and the stellar bar.

### 15.4. Bayesian Model and Monte Carlo Sampling

The problem being clearly ill-posed, we adopt a Bayesian approach. Priors assigned to each parameter are summarized in Tab. 15.1; they were determined from literature when possible and empirically otherwise. Indeed experts are able to determine limits for parameters but no further information is available; that is why Probability Density Functions (pdf) of chosen priors are uniformly distributed. However we expect to be able to determine more informative priors in future work. The posterior reads then:

$$P(\phi|Y) = \frac{1}{(2\pi)^{\frac{n}{2}} \det(\Sigma)^{\frac{1}{2}}} \exp\left\{-\frac{1}{2}(Y - Hm)^T \Sigma^{-1} (Y - Hm)\right\} P(\phi)$$

(15.6)

where $P(\phi)$ denotes the priors and $\phi$ the unknowns. Due to its high dimensionality it is intractable to characterize the posterior pdf with sufficient accuracy. Instead, we aim at finding the Maximum A Posteriori (MAP). Because of the posterior complexity, the need for a robust algorithm leads us to choose MCMC methods [17]. MCMC algorithms are proven to converge in infinite time, and in practice the time needed to obtain a good estimation may be quite long. Thus several methods are used to improve
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convergence speed: simulated annealing, adaptive scale [18] and direction [19] Hastings Metropolis (HM) algorithm. As well, highly correlated parameters like Sérsic index and radius are sampled jointly to improve performance. The main algorithm is a Gibbs sampler consisting in simulating variables separately according to their respective conditional posterior. One can note that the brightness factors posterior reduces to a truncated positive Gaussian \( \mathcal{N}^+ (\mu, \sigma^2) \) which can be efficiently sampled using an accept-reject algorithm [20]. Other variables are generated using the HM algorithm.

Some are generated with a Random Walk HM (RWHM) algorithm whose proposal is a Gaussian. At each iteration a random move from the current value is proposed. The proposed value is accepted or rejected with respect to the posterior ratio with the current value. The parameters of the proposal have been chosen by examining several empirical posterior distributions to find preferred directions and optimal scale. Sometimes the posterior is very sensitive to input data and no preferred directions can be found. In this case we decided to use the Adaptive Direction HM (ADHM). ADHM algorithm uses a sample of already simulated points to find preferred directions. As it needs a group of points to start with we choose to initialize the algorithm using simple RWHM. When enough points have been simulated by RWHM, the ADHM algorithm takes over. Algorithm and parameters of proposal distributions are summarized in Tab. 15.1.

Also, parameters \( I_b, R_b, \) and \( n_b \) are jointly simulated. \( R_b, n_b \) are first sampled according to
\[
P \left( R_b, n_b \mid \phi \{ R_b, n_b, I_b \} \right)
\]
where \( I_b \) has been integrated and then \( I_b \) is sampled [21]. Indeed, the posterior can be decomposed in:
\[
P \left( R_b, n_b, I_b \mid \phi \{ R_b, n_b, I_b \}, Y \right) = P \left( R_b, n_b \mid \phi \{ R_b, n_b, I_b \}, Y \right) \cdot P \left( I_b \mid \phi \{ I_b \}, Y \right)
\]

15.5. Validation and Results

We measured two values for each parameter: the MAP and the variance of the chain in the last iterations. The latter gives an estimation of the uncertainty on the estimated value. A high variance can have different interpretations. In case of an observation with a low SNR, the variance naturally increases. But the variance can also be high when a parameter is not relevant. For example, the position angle is significant if the structure is not circular, the radius is also significant if the brightness is strong enough. We have also checked visually the residual image (the difference between the observation and the simulated image) which should contain only noise and non modelled structures.

Parameters are initialized by generating random variables according to their priors. This procedure ensures that the algorithm is robust so that it will not be fooled by a bad initialization, even if the burn-in period of the Gibbs sampler is quite long (about 1,500 iterations corresponding to 1.5 hours).
Table 15.1. Parameters and their priors. All proposal distributions are Gaussians whose covariance matrix (or deviation for scalars) are given in the last column.

<table>
<thead>
<tr>
<th>Structure</th>
<th>Parameter</th>
<th>Prior Support</th>
<th>Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_b, B_a, D$</td>
<td>centre $(c_x, c_y)$</td>
<td>$[-0.5; 1]$</td>
<td>RWHM with $0.1$</td>
</tr>
<tr>
<td></td>
<td>major to minor axis ($e$)</td>
<td>$[0; 2\pi]$</td>
<td>RWHM with $0.5$</td>
</tr>
<tr>
<td></td>
<td>ellipse misshapenness ($c$)</td>
<td>$[0; 2\pi]$</td>
<td>RWHM with $0.5$</td>
</tr>
<tr>
<td></td>
<td>brightness factor ($I$)</td>
<td>$\mathbb{R}^+$</td>
<td>direct with $N(\mu, \sigma^2)$</td>
</tr>
<tr>
<td></td>
<td>radius ($R$)</td>
<td>$[0; 200]$</td>
<td>ADHM with $0.16$</td>
</tr>
<tr>
<td></td>
<td>Sérsic index ($n$)</td>
<td>$[0; 10]$</td>
<td>$-0.02$</td>
</tr>
</tbody>
</table>

| | | | |
| | | ADHM with $0.16$ |
| | | $-0.02$ |
| | | $0.01$ |

**Test on Simulated Images**

We have validated the procedure on simulated images to test the ability of the algorithm to recover input parameters. The results showed that the algorithm is able to provide a solution leading to a residual image containing only noise (Fig. 15.3). Some parameters like elongation, position angle, or centre are retrieved with a very good precision (relative error less than 0.1%). On the other hand, Sérsic parameters are harder to estimate. Thanks to the extension of the disc, its radius and its brightness, are estimated with a relative error of less than 5%. For the bulge and the stellar bar, the situation is complex because information is held by only a few pixels and an error in the estimation of Sérsic parameters does not lead to a high variation in the likelihood. Although the relative error increases to 20%, the errors seem to compensate each other.
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Figure 15.3. Example of estimation on a simulated image (only one band on five is shown). Left: simulated galaxy with a bulge, a disc and a stellar bar. Centre: estimation. Right: residual. Images are given in inverse gray scale with enhanced contrast.

Another problem is the evaluation of the presence of a given structure. Because the algorithm seeks at minimizing the residual, all the structures are always used. This can lead to solutions where structures have no physical significance. Therefore, we tried to introduce a Bernoulli variable coding the structure occurrence. Unfortunately, we were not able to determine a physically significant Bernoulli parameter. Instead we could use a pre- or post-processing method to determine the presence of each structure. These questions are highly linked to the astrophysical meaning of the structures we are modelling and we have to ask ourselves why some structures detected by the algorithm should in fact not be used. As claimed before, we need to define more informative joint priors.

Test on Real Images

We have performed tests on about 30 images extracted from the EFIGI database [7] which is composed of thousands of galaxy images extracted from the SDSS. Images are centred on the galaxy but may contain other objects (stars, galaxies, artefacts, ...). Experiments showed that the algorithm performs well as long as no other bright object is present in the image (see Fig. 15.4 for example). As there is no ground truth available on real data we compared the results of our algorithm on monospectral images with those provided by Galfit. This shows a very good agreement since Galfit estimations are within the confidence interval proposed by our method.

Computation Time

Most of the computation time is used to evaluate the likelihood. Each time a parameter is modified, this implies the recomputation of the brightness of each affected structure for all pixels. Processing 1,000 iterations on a 5-band image of $250 \times 250$ pixels takes about 1 hour with a Java code running on an Intel Core 2 processor (2.66 GHz). We are exploring several ways to improve performance such as providing
Figure 15.4. Left column: galaxy PGC2182 (bands g, r, and i) is a barred spiral. Centre column: estimation. Right column: residual. Images are given in inverse gray scale with enhanced contrast.

A good initialisation using fast algorithms or finely tuning the algorithm to simplify exploration of the posterior pdf.

15.6. Perspectives, future requirements for astronomical image analysis and fusion of huge data set

The Multi Unit Spectroscopic Explorer (MUSE) is a second generation VLT panoramic integral-field spectrograph operating in the visible wavelength range. MUSE has a field of 1x1 arcmin, sampled at 0.2x0.2 arcsec (Wide Field Mode, hereafter WFM), and of 7.5x7.5 arcsec, sampled at 25 milli-arcsec (Narrow Field Mode, hereafter NFM), both assisted by adaptive optics. The simultaneous spectral range is 0.465-0.93 \( \mu m \), at a resolution of R 3000. This instrument will produce in 2012 the first observations of the far Universe, with high spatial and spectral resolution through cube of size 300 by 300 pels on 4000 spectral bands at each of the 90,000 locations.
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A single observation (data cube) will weight 1.5 Gbyte. MUSE couples the discovery potential of a large imaging device to the measuring capabilities of a high-quality spectrograph, while taking advantage of the increased spatial resolution provided by adaptive optics. This makes MUSE a unique and tremendously powerful instrument for discovering and characterizing objects that lie beyond the reach of even the deepest imaging surveys. The most challenging scientific and technical application, and the most important driver for the instrument design, is the study of the progenitors of normal nearby galaxies out to redshifts beyond 6. These systems are extremely faint and can only be found by their Lyα emission. MUSE will be able to detect these in large numbers (15,000 for a typical program) through a set of nested surveys of different area and depth. The deepest survey will require very long integrations (80 hrs each field), corresponding to 80 ultraspectral cubes of 1 hour exposure each / 1.5 Tbytes each, let be a total of 100 Gbytes. In this way, the instrument will be able to reach extreme depths by means of long total integrations.

The overall complexity of integral-field spectrographic data and the size of individual datacubes will somewhat prevent the user from having a direct and easy handle of the scientific content of the datasets. Indeed, the impact of atmosphere (including AO correction); PSF varying with field of view, wavelength and spatial position; atmospheric dispersion effects; cirrus absorption; night sky continuum and emission as function of time and moon; sky absorption as function of zenithal distance, including telluric absorption; detector readout noise and dark current; geometric distorsion; flatfield and wavelength calibration residuals etc. require to modelize the whole MUSE instrument before any image processing.

Multisource data fusion for bandlimited signals: a Bayesian perspective

A new approach of fusion has already been theoretically validated with Space-Fusion program grant (lssit-miv.u-strasbourg.fr/paseo) funded by an ANR (JC05-41500) Jeune Chercheur in 2005, for multi-source data fusion and super-resolution from remote sensing and astronomical images [22, 23]. In this study, we focused on astronomical images, obtained through different telescopes. We are going to generalize this approach to astronomical images given by MUSE at different time with the same instrument: the main challenge will consist in developing an iterative fusion process to deal with spectral and spatial high resolution. These images suffer from aliasing (finite spatial discretization depending on the location), from varying spectral psf, from atmospheric turbulence and cosmic rays, etc. We are going to reconstruct an image through probabilistic framework, with Shannon sampling theory, geometry and noise modeling as basic ingredients. Indeed, we believe that Bayesian theory is most appropriate for handling uncertainties (stochastic and systematic errors) in the images: as we combine observations from a single source at different time, we expect a reduction of uncertainties [23]. Thus, the image fusion problem can be stated as the computation of the posteriori probability density function of the unknown image given the set of
observations. Via Bayes’ rule, joint and posterior pdfs are proportional given the data (unwanted variables are implicitly integrated out). It is crucial to understand image formation (forward model corresponding how MUSE image formation is physically done) in order to effectively invert the acquisition process and reconstruct the actual origin of the set of measurements. Whereas the functions involved in the likelihood are constrained by the physic of the used instrument, the priors should only enforce objective constraints, or generic properties easy to check experimentally (e.g., image smoothness).
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