Unsupervised joint decomposition of a spectroscopic signal sequence
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Abstract
This paper addresses the problem of decomposing a sequence of spectroscopic signals. Data are a series of signals modeled as a noisy sum of parametric peaks. We aim to estimate the peak parameters given that they change slowly between two contiguous signals. The key idea is to decompose the whole sequence rather than each signal independently. The problem is set within a Bayesian framework. The peaks with similar evolution are gathered into groups and a Markovian prior on the peak parameters of a same group is used to favor a smooth evolution of the peaks. In addition, the peak number and the group number are unknown and have to be estimated (the number of peaks in two contiguous signals change if peaks vanish). Therefore, the posterior distribution is sampled with a reversible jump Markov chain Monte Carlo algorithm. Simulations conducted on synthetic and real photoelectron data illustrate the performance of the method.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction
1.1. Problem statement

A spectroscopic signal (we use in the sequel the shorter term “spectrum”) represents the repartition of particles or electromagnetic waves with respect to their energy, wavelength, etc. It typically gathers several peaks whose positions and areas give information about the chemical composition of the analyzed sample. Some experiments now involve several spectra of the same sample acquired at different instants [1], so data are a temporal sequence of different spectra. The following assumptions are made on the data:

• each spectrum can be modeled as a noisy sum of parametric peaks. This is a widespread assumption for spectroscopic signals in which the peaks correspond to emission lines;
• the peaks exhibit a slow evolution with time, that is, their parameters do not vary too much between two contiguous spectra (i.e. a spectrum and the one acquired at the next or previous instant). This implies that two acquisitions have to be sufficiently close in time so as to correspond to almost the same reactions. If this assumption is not verified, then the sampling in time is too coarse, so the experiment cannot be well observed and analyzed;
• the number of peaks in each spectrum may vary in time: in the considered application (photoelectron spectroscopy), the peaks may appear and/or disappear.
Fig. 4 shows a simulated sequence with the three aforementioned properties. The aim of this work is to decompose each spectrum of the sequence — that is to estimate the peak number and their parameters: centers, amplitudes, and widths (it amounts to the positions and areas) — and to follow the peaks through the sequence so as to estimate their evolution.

1.2. State of the art

As far as we know, nobody has addressed the problem, as it was previously defined, of the decomposition of a sequence of spectra, but many works provide solutions to similar problems.

Approaches related to source separation (convolutive or not) [2] or spectral unmixing [3] cannot be directly used because the peaks exhibit various locations and shapes through the sequence.

In spectroscopy, Gobinet et al. [4] propose several pre-processing algorithms (as, for example, peak alignment and width homogenization) so that usual methods of source separation can be used. However, the pre-processing algorithms require no overlap between peaks and strong knowledge of the peak locations.

Alternatives like dynamic time warping (DTW) or correlation optimized warping (COW) [5] do not require priors, but they cannot consider a varying peak number.

In time–frequency, some works decompose audio signals in time–frequency atoms using sparse approximation algorithms (e.g. Matching Pursuit [6] and Basis Pursuit [7]) or stochastic methods (reversible jump Monte Carlo Markov chain algorithm [8]). The spectrum sequence can be seen as a time–frequency signal whose atoms are the peaks. However, there is a relationship between the peaks (since they evolve with time) which cannot be managed by the aforementioned approaches.

Similar problems arise in the context of wavefront tracking [9,10], where seismic signals are acquired at different positions. In [9], a hidden Markov model is used to model delay profiles that are observed in these signals. Such a modeling cannot be used in our problem since peaks of a same spectrum are supposed to be independent. In [10], a Markov random field models the continuity between the decomposition of two neighbor signals, as it is expected in our problem. This requires the spikes (equivalent to the peak centers in spectrum decomposition) to lie on a discrete grid. We also use a Markovian prior, but it directly models the unknowns so that peak centers are not imposed to lie on a grid. Besides, the convolution model used in [9,10] cannot easily take into account the evolution of the peak widths.

Decomposing a sequence of spectroscopic signals could also be seen as a multi-target tracking problem since the peaks in spectra could be considered as targets. In most cases, multi-target tracking algorithms need point measurements which are obtained by thresholding the sensor output [11,12] or by using feature descriptors [13]. In our context, the detection step could consist in decomposing each spectrum separately using standard approaches, thus providing the data used for tracking. However, such methods are not adapted to the decomposition of sequence of spectra. Indeed, this leads to a sequential approach, in which the spectra are decomposed independently from the others, which is known to be unsuitable [10,14]: the decomposition of two contiguous spectra may lead to two very different decompositions even if the spectra are similar. On the other hand, the so-called track-before-detect algorithms consider the whole sensor output as a measurement [15,16]. Among them, the observation model of the Histogram Probabilistic Multi-Hypothesis Tracker (H-PMHT) [17,18] fits our data (data are the superposition of target and noise components). Moreover, a track management module can be added to handle a time varying number of targets (see e.g. [19] in the context of tracking groups of people in video). However, the track management module depends on the application and should be completely revisited in our context.

The works mentioned above are not directly adaptable to our problem. However, the decomposition of a unique spectrum has been intensively studied in the past. The first works propose simple approaches, such as using least squares [20] or gradient methods [21,22]; yet these methods are ineffective in the case of noisy data with overlapping peaks. Recently, sparse approximation methods [23,24] and Bayesian approaches using MCMC (Monte Carlo Markov Chain) algorithms [25–28] have been proposed. The latter framework yields very good results, thus we used it in [1] and also in this paper. However, Refs. [25–28] decompose a unique spectrum while we consider the decomposition of a sequence of spectra. In [1], we have also considered a sequence of spectra, but the spectra were processed independently and we did not aim at grouping the peaks to follow their evolution. Therefore, the problem in [1] came down to the decomposition of a unique spectrum. In this paper, the spectra are processed jointly, thus allowing to follow their evolution through the sequence. The smooth evolution of peaks is made possible with the introduction of groups: a group gathers the different apparition of a peak through the sequence. A formal definition is given in Section 2.1. The gathering of peaks into groups is one of the contribution of the paper. Because the peak number and the group number are unknown, inference is performed using a trans-dimensional MCMC algorithm.

1.3. Outline of the proposed approach

As said before, a sequential approach may lead to two very different decompositions of two similar contiguous spectra, which is physically impossible because the peaks evolve smoothly. Moreover, it does not allow to follow a peak through the sequence, so a post-processing is needed.

On the contrary, a joint decomposition approach, where spectra are decomposed simultaneously, may favor a smooth change of the peak parameters by regularizing their evolution, thus providing coherent and consistent results. In addition, a joint approach is also able to classify the peaks, thus giving the possibility to follow them through the sequence. The Bayesian methodology provides a rich framework for modeling inverse problems and enables us to define a joint decomposition approach.
We recently proposed in [14] a joint decomposition approach. However, the peak number is supposed to be known and constant through the sequence, which is obviously wrong on real data. In addition, real data contain more spectra than the synthetic sequence used in [14]: this leads to a significant increase in the size of the search space and the algorithm fails. So we extend the model of [14] by considering the peak number as a new random variable (Section 2), and we use the reversible jump MCMC (RJ-MCMC) algorithm [29] which handles problems with unknown dimension (Section 3). The simulated annealing scheme used in [14] appears now unnecessary. Also, the method proposed in [14] is supervised and requires to set several hyperparameters. The variability that may exist between different data sets makes this task difficult, that is why the method proposed in this paper is unsupervised. We also introduce some tricks (such as the use of mixed proposals or an overestimation of the hyperparameters in the burn-in time) to improve the convergence of the algorithm. In Section 4 the proposed approach is compared with the one in [14] and its performance in the presence of noise is discussed. Finally, we present some results on real photoelectron data in Section 5.

2. Bayesian model

Bold variables correspond to either matrices or vectors, and other variables to scalar.

2.1. Signal modeling

Data are a sequence of $S$ spectra with $N$ samples each. A spectrum $y_s (s \in \{1, ..., S\})$ is modeled as the sum of peaks $x_s$ and an additive noise $v_s$ (physical justifications of this model can be found in [1,26]):

$$y_s = x_s + v_s.$$  (1)

The peaks are gathered into groups so as to follow and regularize their evolution: a group is the association of $l \leq 5$ similar peaks through the sequence; it is composed of one peak per spectrum, with the constraint that all peaks of a group lie on contiguous spectra. The group number is denoted $K$; each group $k \in \{1, ..., K\}$ begins in spectrum $b_k$ and has a length $l_k$ (defined as the number of peaks in the group). We note $M = \sum_{k=1}^{K} l_k$ the total peak number.

In the sequel, we consider that peaks are Gaussian; however, any other parametric function (such as a Lorentzian or Voigt functions [1,26,30]) can be used to model the peaks. Thus, the sum of peaks $x_s$ in (1) reads:

$$x_{s,n} = \sum_{k=1}^{K} \sum_{m=1}^{l_k} a_{k,m} \exp \left( -\frac{(n - c_{k,m})^2}{2w_{k,m}^2} \right) \delta_{b_k + m - 1, s}$$  (2)

where the subscript $n$ denotes the element $n \in \{1, ..., N\}$ in the associated vector. The Kronecker delta $\delta_{b_k + m - 1, s}$ equals 1 if $b_k + m - 1 = s$, 0 otherwise; it codes the presence or the absence of the $m$th peak of group $k$ in spectrum $s$. The $m$th peak of group $k$ is parametrized by its center $c_{k,m}$, amplitude $a_{k,m}$ and width $w_{k,m}$.

The model is set in a Bayesian framework: the priors are presented below and the directed acyclic graph is shown in Fig. 1.

2.2. Noise prior

The noise is supposed to be white, zero-mean Gaussian with a constant variance $\sigma^2$:

$$\forall s, n, \quad v_{s,n} \sim \mathcal{N}(0, \sigma^2).$$  (3)

This assumption is reasonable since the number of photons collected onto the sensor is sufficiently high, which is often the case in usual spectroscopic applications.

2.3. Prior for $K$, $l$ and $b$

Since the data has to be described with the smallest number of peaks and groups, the prior $p(K, l, b)$ has to be chosen to favor solutions with small values of $K$ and $M = \sum_{k=1}^{K} l_k$. A straightforward way is to define a joint prior using $M$ and $K$:

$$p(K, l, b) \propto e^{\xi (M + SK)} f_K((K, l, b))$$  (4)

where $\xi \in (0, 1]$ so as to favor solutions with a small number of peaks and groups (the parameter $\xi$ is no estimated, it allows the user to give a prior about the peak and group number), $1$ is the indicator function, and $\mathcal{X}$ the set of allowed values for the triplet $(K, l, b)$:

- the group number $K$ is bounded by a maximal value $K_{\text{max}}$ so that $p(K, l, b)$ is integrable (because the number of configurations is bounded);
- the elements of $l$ lies in $\{1, ..., S\}$ (thus $M \in \{K, ..., SK\}$);
- each beginning $b_k$ takes values in $\{1, ..., S - l_k + 1\}$.

The proposed joint prior can be easily interpreted: it means that models with the same value for $M + SK$ have the same probability. Moreover it is sufficiently versatile to add another available information. On the opposite, a hierarchical model defines separately priors for $K$, $l_k$ and $b_k (\forall k)$, it makes the interpretation of the model in terms of $M$ and $K$ difficult (note that the probability of $b_k$ depends on $l_k$ and $S$). We recall that our goal is to fit the data with a low number of peaks and groups. So, it is natural to

![Fig. 1. Directed acyclic graph of the proposed model. Squares represent known or fixed variables, circles represent unknown random variables. Continuous line arrows indicate dependencies between variables while dashed arrows indicate deterministic dependencies.](image-url)
express the prior in terms of the number of peaks and groups. Note finally that the constraints on \( K \) and \( M \) define the set of constant dimension spaces; they are schematized in Fig. 2.

2.4. Prior for the peak parameters

The peak centers \( \mathbf{c}_k = (c_{k1}, \ldots, c_{klk}) \) of group \( k \) are supposed to evolve slowly through the sequence. Therefore, the peak centers in group \( k \) are modeled as a one-dimensional Gaussian Markov random field, and the center of the first peak is distributed according to a uniform distribution on \( C = [1, N] \). This yields, for all \( k \in \{1, \ldots, K\} \):

\[
p(C_k | r_e, l_k) = p(c_{k1}) \prod_{m=2}^{l_k} p(c_{km} | c_{km-1}, r_e, l_k) \\
\approx \frac{1}{N-1} \left( \frac{2\pi r_e}{\ell^2} \right)^{-1/2} \exp \left( -\frac{\|Dc_k\|^2}{2r_e} \right) \|c_k\| \quad (5)
\]

where \( \| \cdot \|^2 \) is the \( \ell_2 \) norm. The \((l_k - 1) \times l_k\) matrix \( D \) is a first-order discrete derivative which promotes a straight evolution of the peak centers:

\[
D = \begin{pmatrix} 1 & -1 & 0 & \cdots & 0 \\ 0 & 1 & -1 \end{pmatrix} \quad (6)
\]

Higher order derivative can be used to promote other kinds of evolution of the peak centers. Whereas \( D \) is of rank \( l_k - 1 \), the prior \( p(C_k | r_e, l_k) \) is proper thanks to the definition of \( p(C_{k1}) \). The hyperparameter \( r_e > 0 \) allows to set the prior strength. The peaks are constrained to be in \( C \): this is a realistic assumption since the data are carefully acquired so that no peak is close to the boundaries. The hyperparameter \( r_e \) being the mean expected deviation of the peak centers, it is reasonably lower than \( N \). So, the truncation induced by the constraint occurs far in the tails of the Gaussian \( \exp( -\|Dc_k\|^2/2r_e ) \), and can be neglected so that \( p(C_k | r_e, l_k) \) is approximated by Eq. (5).

The centers \( \mathbf{c}_1, \ldots, \mathbf{c}_K \) are considered mutually and conditionally independent given \( r_e \) and \( I \). Moreover, as \( p(C_k | r_e, I) = p(c_{k1}, r_e, l_k) \), we obtain

\[
p(C_k | r_e, I) = \prod_{k=1}^{K} p(c_{k1}, r_e, l_k). \quad (7)
\]

For the same reasons, the peak amplitudes \( \mathbf{a}_k \) and widths \( \mathbf{w}_k(\forall k) \) are distributed according to similar priors:

\[
p(\mathbf{a}_k | r_a, l_k) \approx \frac{1}{a_{\text{max}} - a_{\text{min}}} \left( \frac{2\pi r_a}{\ell_a(2\pi r_a)^{l_k-1}/2} \right)^{-1/2} \times \exp \left( -\frac{\|D\mathbf{a}_k\|^2}{2r_a} \right) \|\mathbf{a}_k\|, \quad (8)
\]

\[
p(\mathbf{w}_k | r_w, l_k) \approx \frac{1}{w_{\text{max}} - w_{\text{min}}} \left( \frac{2\pi r_w}{\ell_w(2\pi r_w)^{l_k-1}/2} \right)^{-1/2} \times \exp \left( -\frac{\|D\mathbf{w}_k\|^2}{2r_w} \right) \|\mathbf{w}_k\|, \quad (9)
\]

where \( \mathcal{A} = [a_{\text{min}}, a_{\text{max}}] \) and \( \mathcal{W} = [w_{\text{min}}, w_{\text{max}}] \) are the allowed values for the parameters, and \( r_a \) and \( r_w \) are hyperparameters controlling the prior strength.

This model for the peak parameters can be extended to the case of spectra lying on a multidimensional space. For example, a hyperspectral image can be seen as a set of spectra spread on a bidimensional spatial grid. In this case, the 1-D Markov random field has to be replaced by a 2-D Markov random field in (5), (8) and (9) and the matrix \( D \) has to be redefined to take into account the new neighborhoods. Also, we can consider the case of a non-uniform sampling on the grid; one then has to modify the coefficients in matrix \( D \).

2.5. Hyperparameter priors

Uniform distributions over \( \mathbb{R}^+ \) are chosen for the hyperparameters \( r_e, r_a, r_w \) and \( r_r \). Although these are improper distributions, the posterior will be integrable. Note that an inverse gamma prior is often preferred for variances since it is a conjugate distribution. We tried this prior with very small values for its parameters so as to tend to the Jeffreys prior [31,32] and to favor smooth evolutions of the peak parameters. However, this choice leads sometimes to an aberrant solution composed of a high number of very smooth groups.

2.6. Posterior distribution

The posterior distribution is sampled using the RJMCMC algorithm (see Section 3). In particular, the peak parameters and the hyperparameters are sampled by a Gibbs sampler which consists in sampling each variable according to its conditional posterior distribution [33]: these are detailed in Appendix A.

3. Algorithm

The non-linearity of the model with respect to the parameters leads to a difficult optimization problem admitting a high number of local minima. In addition, the dimension of the solution space is not fixed (the number of unknowns is itself an unknown). This has motivated the use of a MCMC algorithm with model uncertainty to achieve the estimation. In that way, several methods, known as trans-dimensional MCMC methods, have been developed over the last decades, see [29,34–36] and references therein for reviews and discussions. Among these methods, the reversible jump MCMC (RJMCMC) algorithm [29,37] appears to be popular, fast and flexible [38,34]. The next sub-sections describe the proposed moves as well as tricks to accelerate the convergence of the algorithm.
3.1. Moves

The dimension of the solution space actually depends on two variables: $M$ and $K$. These two variables of dimension are highly correlated since $M = \sum_{k=1}^{K} h_k$ (see Fig. 2). In other words, the elementary objects of our model (the $M$ peaks) are gathered into bigger objects (the $K$ groups). This is a particularity of our problem which, as far as we know, has never been studied in the context of the RJMCMC algorithm. For example, Gulam Razul et al. [26] work with two variables of dimension, namely the peak number and the spline number (the splines model the continuum), but these two variables are not correlated. In a usual RJMCMC algorithm, a couple of dual moves (often called birth and death) is sufficient to change of dimension since it allows to explore the space in two opposite directions. To accelerate convergence, one often adds other moves which are only shortcuts for combinations of the two basic moves. When dealing with two dimension variables, two couples of moves are needed (these moves might be tricky to implement as the modification of one variable may involve to modify the other one). Again, to accelerate convergence, combinations of these basic moves are proposed. We also need a move to sample the posterior at constant dimension, i.e. they perform dimension changes (when accepted).

- Birth and death consist respectively in adding or removing a group composed of only one peak: this is a jump from dimension $(K, M)$ to dimension $(K+1, M+1)$ or $(K-1, M-1)$, respectively.
- A split consists in replacing a group by two contiguous groups (two groups $i$ and $j$ are contiguous if and only if $b_i + i_l = b_j$ or if $b_j + j_l = b_i$) while the peak number remains constant. This corresponds to a jump from $(K, M)$ to $(K+1, M)$. On the opposite, a merge consists in merging two contiguous groups into a single one (jump from $(K, M)$ to $(K-1, M)$).
- An increase consists in adding a peak at an extremity of a group: this corresponds to a jump from $(K, M)$ to $(K, M+1)$. This move is equivalent to a combination of a birth and a merge. On the opposite, a reduce deletes a peak at the extremity of a group: this is a jump from $(K, M)$ to $(K, M-1)$ and a combination of a split and a death.
- In the labeling move, peaks of group $k_1$ are exchanged with those of $k_2$ for all spectra whose index is greater than $s$; $k_1$, $k_2$, and $s$ being randomly chosen. This move is equivalent to a combination of merge and split moves, but does not change the dimension since $M$ and $K$ are not altered.
- An update samples the peak parameters $c, a, w$ and the hyperparameters $r_c, r_a, r_w, r_v$. This is achieved within a random sweep Gibbs sampling [33] which samples each variable according to its conditional posterior. On the one hand, the peak centers $c_{k,m}$ and widths $w_{k,m}$ are sampled using a random-walk Metropolis-Hastings algorithm [38,33]. On the other hand, the amplitudes $a_{k,m}$ and hyperparameters $r_c, r_a, r_w, r_v$ are distributed according to usual distributions and can be sampled using direct methods, such as [39,40] for truncated Gaussian or [41,33] for inverse gamma.

The implementation of the trans-dimensional moves is detailed in Appendix B.

3.2. Mixed proposals

The acceptance ratio $\alpha$ should be high enough to obtain a solution in an acceptable computation time. Suggestions have been made in [42–44]. In this work, we use mixed proposal distributions: the candidate values are randomly generated from a uniform distribution or from a distribution computed from the model and/or the data. A model/data-driven proposal is able to propose candidates that may have good chances to be accepted. But a model/data-driven proposal may lead sometimes to unsatisfactory behaviors. As an example, consider the case of a death: the acceptance ratio $\alpha$ for removing the group $k$ requires to estimate the probability to propose the birth of this group $k$ (from the model where it has been removed). If the group $k$ does not explain the signal, then a model/data-driven proposal is very small and, consequently, the death may be rejected although the group does not explain the data. On the opposite, a uniform proposal is able to explore the whole space. The use of a uniform proposal in this context enables to circumvent this limitation since it prevents the proposal to become too small. However, the solution space being so huge, it would be inefficient to generate good candidates.

3.3. Implementation details

We compute an estimation of the maximum a posteriori (MAP). In the context of the RJMCMC algorithm, the usual approach for estimating the MAP consists in two steps: first, the variables of dimension are estimated, then the unknowns are estimated using the samples with the estimated group and peak numbers. Instead, we simply pick up the most probable generated sample. We have observed that these two estimation approaches provide almost the same results in our context. The benefit of our approach is to avoid storing the whole set of generated samples. The estimation being computed with only one sample, we do not face with the label switching problem.
(which is even more difficult in the context of a variable dimension problem).

To reduce the computation time, we adopt a multi-resolution framework (see Algorithm 1): only a small number of spectra (spread on the whole sequence) is first decomposed; then the other spectra are progressively added to these data (the new model is estimated from the old one using linear interpolation of the parameters). The RJMCMC algorithm is performed at each resolution: this is what we call a “run” in the sequel. This scheme is feasible since the assumption of smooth evolution also holds for a small number of spectra.

Moreover, we observed that the algorithm tends to underestimate the hyperparameters during the burn-in where only few small groups are detected. Small values of \( r_c, r_a \) and \( r_w \) do favor very straight groups, thus the groups are split into many straight groups. To avoid this drawback, we force the hyperparameters to be overestimated during the burn-in: the estimated values of \( r_c, r_a \) and \( r_w \) are systematically multiplied by 2. Then, overestimating the hyperparameters is a way to be less dependent of the initialization and to move more freely in the huge solution space.

Concerning the RJMCMC algorithm (Algorithm 2), it is essential to perform updates very often after a trans-dimensional move in order to achieve good convergence properties. For this reason, the probability of update is increased just after that a trans-dimensional move has been accepted. Note that this approach has similarities with the one proposed by \([43]\) in which a secondary Markov chain is sampled after a trans-dimensional move. Besides, it is essential to perform less births and deaths than other trans-dimensional moves because there are more peaks than groups. But the probability of births and deaths is increased when no birth and death has been performed for a long time.

Finally, several methods for assessing convergence of RJMCMC algorithm have been proposed (see e.g. \([47–49]\) for a discussion). However, the proposed methods often give different results of when convergence has been achieved, which does not give a rigorous answer to the convergence assessment. Besides, our solution space is huge (its dimension is typically higher than 1000), making the search for convergence even more difficult. That is why we adopt a conservative approach and ensure that the convergence is reached with the chosen iteration number by visually inspecting the chain behaviors.

4. Performances of the proposed approach

Otherwise stated, we set in the sequel the following values to the hyperparameters: \( K_{\text{max}} = 100, \ c_{\text{min}} = 1, \ c_{\text{max}} = N, \ a_{\text{min}} = \max(y)/50, \ a_{\text{max}} = \max(y), \ w_{\text{min}} = 1 \) and \( w_{\text{max}} = N/10 \).

4.1. Benefits of the proposed approach compared to a constant dimension model

In this section, we compare the proposed approach with the former one published by the authors \([14]\). The method in \([14]\) also performs a joint decomposition, but its model differs from the proposed one on two major points: first, the hyperparameters \( r_c, r_a, r_w \) and \( r_v \) and the group number \( K \) are set by the user whereas the proposed approach needs only to set \( c_\xi \); second, the model is supposed to be of known and constant dimension (the peak number and the group number are not estimated: every group has a length \( S \)). Besides, the optimization is performed using a Gibbs sampler coupled with a simulated annealing algorithm \([33,50,51]\).

The two methods are evaluated on a synthetic sequence of \( S = 60 \) spectra with \( N = 256 \) samples and \( K = 6 \) groups. Fig. 5 represents the centers, amplitudes, and widths of the peaks. White Gaussian noise of variance \( r_v \) is added to each signal so that the peak signal-to-noise ratio (PSNR), defined in \((10)\), equals 30 dB.

\[
\text{PSNR} = 10 \log_{10} \left( r_v^{-3} \frac{\sum c^4}{\max(y)^2} \right)^{-1}.
\]

\((10)\)

Fig. 4 shows some of the spectra. The sequence shows up four noticeable behaviors:

- three groups (2, 4, and 5) have a length smaller than \( S \);
- two groups are very close (3, 6);
- two groups cross each other (1, 2);
- at the junction of these two groups (s = 14), the peaks have exactly the same center and width so that a unique Gaussian peak is observed.

The simulations were performed in Matlab R2010a running on Ubuntu 12.04 with a 3.47 GHz Intel Xeon CPU; the code and data are available on-line at miv.u-strasbg.fr/mazet/jointdec. The method of \([14]\) has been run for 150,000 iterations (approximately 4 h 16), the hyperparameters are set as indicated in \([14]\), the noise variance \( r_v \) is added to each signal so that the peak signal-to-noise ratio (PSNR), defined in \((10)\), equals 30 dB.

![Fig. 4. Spectra y, for s = (1, 7, 14, 21, 28, 35, 42, 49, 56, 60) (in gray). The colored peaks stand for the actual peaks. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this article.)](image-url)
with an overestimation of the hyperparameters, then on 6000 iterations in the following runs of the algorithm (this takes approximately 30 min). An illustrative example of the result that can be obtained is shown in Fig. 6a and b.

In the method of [14], each estimated group has a length of $S$. Even if the group number has been fixed to the maximal number of peaks in a spectrum (namely 5), the number of peaks to estimate is greater than the real
number of peaks (so, setting the group number to its real value, i.e. 6, leads to worse results). Then, it is not surprising that some real peaks are estimated with two peaks (see e.g. the gray zone in Fig. 6a, left), favoring swaps between groups. Besides, the labeling move of [14] is different from the one proposed in this paper. While it works well for a small number of spectra, it appears to be inefficient for realistic spectrum number. We also observe that the crossing in spectrum 14, where the peaks 1 and 2 have same center and width, is not well estimated. Indeed, the estimated peaks zigzag over about 5 spectra rather than crossing properly. Nevertheless, the estimation of the peak parameters is relatively satisfactory (except when one real peak is estimated by two), and the mean square error between the real $x$ and estimated $\hat{x}$ signals, defined in (11), equals $10.062 \times 10^{-4}$:

$$\text{MSE} = \frac{1}{SN} \sum_s \sum_n (x_{s,n} - \hat{x}_{s,n})^2.$$  

(11)

Note that the Markovian priors as well as the misclassification of the groups lead to peaks that do not fit the spectra and result in an increase of the MSE.

In the proposed approach, $\xi$ is set to $10^{-3}$, as discussed in Section 4.2. The estimation of the peak parameters is also satisfactory (Fig. 6b), and since the peaks are well classified, we obtained a better MSE ($15,843 \times 10^{-4}$). Besides, the proposed approach estimates very well the group and peak number: the six groups are obtained, with correct beginnings and lengths. Furthermore, the proposed method produces a lower MSE than the one in [14].

Fig. 8. Spectrum at $s=45$ for different values of PSNR.

![Fig. 8](image)

Fig. 9. Estimated number of groups with respect to the PSNR and the value of $\xi$. The blue bins correspond to the real value of $K$. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this article.)
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Fig. 10. Some examples of estimation obtained with the proposed approach for different PSNR and values of $\xi$. Only the peak centers are plotted (each color corresponds to a group). (a) PSNR=25 dB, $\xi = 10^{-3}$. (b) PSNR=15 dB, $\xi = 10^{-3}$. (c) PSNR=10 dB, $\xi = 10^{-3}$. (For interpretation of the references to color in this figure caption, the reader is referred to the web version of this article.)
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Fig. 11. First photoelectron data plotted as a function of the electron energy ($n$, horizontal axis) and acquisition time ($s$, vertical axis). The points are the peak centers estimated with the proposed approach.

![Fig. 11](image)
approach manages correctly the crossing in spectrum 14: although the two real peaks can be estimated perfectly by only one peak, the proposed approach finds their parameters with a very good accuracy.

Fig. 7 shows the evolution of the hyperparameters $r_c, r_a, r_w$ and $r_v$. The convergence of these hyperparameters is reached at each run of the RJMCMC. Besides, one can observe that the hyperparameter values decrease at each new run. The first decrease (iteration 30,000) is due to the end of overestimation. The next decreases are more difficult to explain. Indeed, look at the conditional posteriors (see Eqs. (A.6)–(A.9)): the first parameter of the inverse gamma increases when adding new spectra (since $M$ increases), but one cannot conclude on the evolution of the second parameter: depending on the evolution of the peaks, the discrete derivative can increase or decrease when adding new spectra.

4.2. Influence of the noise and of the parameter $\xi$

We now discuss the behavior of the proposed approach with respect to the noise. Five different values of PSNR are derived by adding white Gaussian noise to the same non-noisy data. The PSNR values lie between 10 dB and 30 dB; Fig. 8 shows the spectrum 45 for the different data sets. The proposed approach requires the setting of the parameter $\xi$: five values have been tested: $10^{-1}$, $10^{-2}$, $10^{-3}$, $10^{-4}$, and $10^{-5}$. For each PSNR and each value of $\xi$, the algorithm has been performed ten times. Fig. 9 plots the histograms of the estimated number of groups with respect to the PSNR and the value of $\xi$. Figs. 6b, 10a–c show illustrative examples of the estimation for different PSNR and $\xi$.

It appears that for high PSNR, the estimation is very good (see e.g. Fig. 6b): the groups have been found in all cases and their beginnings and lengths are correct in most cases. Specifically, for $\xi = 10^{-3}$, the beginnings and lengths of each group are correct in every simulation. The lengths of groups 2, 4, and 5 may be slightly too small for smaller values of $\xi$, and slightly too large for larger values of $\xi$. The length of these groups is rather difficult to estimate because it is smaller than $S$; so, the amplitude of the groups vanishes.

A similar observation also holds for smaller PSNRs. The length of a group of length $S$ is always well-estimated, but the groups with vanishing peaks are generally too small (higher value of $\xi$ leads naturally to larger groups than smaller values of $\xi$). In addition, $\xi$ has an impact on the number of estimated groups. As we can observe in Fig. 9, reducing the PSNR and $\xi$ leads to reduce the number of estimated groups. Indeed, a low value of $\xi$ favors a priori a small number of groups and decreasing the PSNR reduces the interest of creating a new group. Therefore, for small PSNR, one should set a high value of $\xi$ so as to not penalize the group number. See e.g. the case of a PSNR of 20 dB: excellent results are only achieved with $\xi = 10^{-1}$ or $10^{-2}$ (the 6 groups are detected). Note also that for small values of $\xi$, the number of estimated groups is never overestimated as it may happen in real data. This can be explained by the fact that the synthetic data are simulated from the model.

Note also that the labeling may not be correct for small values of $\xi$ ($\xi \leq 10^{-3}$) and intermediate PSNR (20 or 25 dB). The model favors a small number of groups (as $\xi$ is small) while explaining well the data. For instance in Fig. 10a, 4 groups are enough to explain the data, but this implies a bad labeling and, consequently, non-smooth groups: the model prefers groups to be fewer than smoother.

Anyway, this problem arises only with small values of $\xi$ which is seldom used in practice.
Finally, for low PSNR (less than 15 dB), we observe the following kinds of result:

• if 2 groups are detected, these are group 1 and a unique group merging the real groups 3 and 6. Indeed, the benefit of creating a group to better explain the data is smaller than the "cost" induced by its creation (see Fig. 10c);
• if 3 groups are detected: they are the two previous ones plus the group 5;
• if 4 groups are detected: they are the three previous ones plus the group 2 and the crossing between groups 1 and 2 is always well estimated (see Fig. 10b);
• finally if 5 groups are detected: they are the four previous ones plus the group 4.

The group 4 is difficult to detect because its peaks have a small amplitude, so a birth on this group is seldom accepted. On the opposite, some small peaks with similar amplitudes in groups 2 and 5 are more likely to be found. This is due to the fact that at least one peak with a sufficient amplitude is estimated in these groups, then, thanks to the increase move, the group can be extended.

5. Results on real photoelectron data

Time-resolved photoelectron spectroscopy [52] studies the energy relaxation occurring after absorption of a photon by an isolated molecule, atom or a blend of both. The energy relaxation is probed by ionization of the studied system with another delayed photon, thereby ejecting a so-called photoelectron. The distribution of the photoelectrons according to their energy is measured at different times to get a temporal sequence of photoelectron spectra [53]. The experiments presented in this paper study the relaxation of an atom of barium and of a molecule called DABCO [54] on an argon cluster (droplet isolated from several hundred of argon atoms): it is question of understanding the mechanism that leads the excited barium atom or molecule to lose its energy through an interaction with an inert and cold medium (34 K). The proposed approach was applied on a sequence of photoelectron spectra: the goal is to determine how the energy, intensity and shape (i.e. centers, amplitudes and widths) of the peaks evolve through the sequence, indicating the changes undergone by the studied system. More information on the technique as well as the experimental setup can be found in [1].

A photoelectron spectrum may show a continuum, usually modeled as an exponential of the form \( \alpha_n \exp(-n/\beta_n) \) where \( \alpha_n \) and \( \beta_n \) are unknowns and depend of the spectrum s. Thus, we consider the model presented in Section 2 and add priors on \( \alpha = (\alpha_1, \ldots, \alpha_N) \) and \( \beta = (\beta_1, \ldots, \beta_N) \). To get a smooth evolution of the continuum, the priors are Markovian such as \( c_s, a_k \) or \( w_k \) (this also implies to estimate the hyperparameters \( r_a \) and \( r_q \) of these priors). In addition, the sampling in both energy \( (n) \) and time \( (s) \) are irregular. The sampling in energy is modeled by replacing in (2) the variable \( n \) by the energy \( \lambda_n \) at sample \( n \). This implies to choose \( c_{min} = \lambda_1 \), \( c_{max} = \lambda_N \), \( w_{min} \) as the maximal step between two samples and \( w_{max} = (\lambda_N - \lambda_1)/10 \). However, we do not consider the irregular sampling in the model. Indeed, the assumption of smooth evolution between contiguous spectra remains valid since the sampling is fine only at times where the evolution is significant. In conclusion, the model for real data is the same than the one presented in Section 2, except for the aforementioned differences.

We first process the data considered in [1] (Fig. 11). The sequence gathers \( S = 44 \) spectra (covering a duration of 3.47 ps), each of \( N = 181 \) samples (from 0.02 eV to 2.52 eV). The results obtained with the proposed approach are shown in Figs. 11 and 12 (we do not find any relevance to show the results obtained with the method of [14] since they are totally unexploitable). The peaks are properly classified (there is no permutation between the peaks), and it appears that the peak evolution is smoother than the one obtained with a sequential approach (see [1, Fig. 4]). In particular, some groups are close to each other leading to overlapped peaks (see the two groups at 0.25 eV, or those around 0.5 eV at short times). These results have been validated by the experts and are not straightforward when looking at Fig. 11. Also, the energy of a peak varies in time: its energy increases slightly from 1.18 to 1.20 eV between 0 and 0.4 ps, then decreases and reaches 1.05 eV at 2.5 ps. The quantitative results confirm the qualitative observations of [1] namely that the energy of an electronic level of the studied system varies in time and opens the door to a complete analysis of the time evolution (energy vs. time and intensity vs. time) to understand the energy relaxation. The dynamics observed
suggests that the energy level is very sensitive to the surrounding atoms of argon, and that the excited barium atom is colliding the argon cluster prior to the electronic relaxation.

In the second experiment we are interested in the energy relaxation of the excited DABCO molecule (see [54]) solvated upon argon cluster (Fig. 13). The analysis presented here focuses on the second order polarized part of the photoelectron spectra. The sequence gathers $S=115$ spectra (from $-0.80$ ps to $4.99$ ps), each of $N=191$ samples (from $10^{-5}$ eV to $2.44$ eV). The results displayed in Fig. 13 and 14 point out three different behaviors. The group around $0.3$ eV (blue trajectory), already reported in [54] deals with the isolated DABCO molecule (not deposited). Basically, it shows that the isolated DABCO molecule poorly relaxes its internal electronic energy. The two other groups are linked to the dynamics of the solvated molecule. Roughly, two solvated structures are identified, corresponding to the groups around $0.7$ eV and $0.85$ eV (respectively green and red trajectories). At time zero, only one is excited (the one at $0.85$ eV), but after $1$ ps part of the molecule is observed with the other one. The quantitative values provided by this analysis denote accurately the different steps of the relaxation dynamics.

6. Conclusion

The problem addressed in this paper concerns the decomposition of a spectroscopic signal sequence: data are a series of spectroscopic signals (aka spectra) that can be modeled as a noisy sum of peaks. The goal is to decompose the spectra and to classify the estimated peaks into groups. The key idea is to achieve a joint decomposition by processing the whole sequence instead of each spectrum separately. We propose a Bayesian method using the RJMCMC algorithm. The main difficulties concern the size of the solution space (it is huge and unknown) and the high correlation between the unknowns. To tackle these difficulties, we bring the following contributions:

1. we have proposed an original Bayesian generative model. In particular, the model considers two variables of dimension $(K$ and $M$) which are not independent, and the smooth evolution of the peaks is modeled using Markovian priors on the peak parameters;
2. a joint prior on $K$, $I$ and $b$ has been used;
3. we have proposed novel RJMCMC moves adapted to the model;
4. lastly, some techniques such as mixed proposals, overestimation of the hyperparameters or a multiresolution approach in the burn-in time are also implemented to accelerate the convergence of the algorithm.

Simulations and results on real data show the relevance of the proposed approach compared to a constant dimension approach [14] (more results on real photoelectron data are shown in [55]). Future works will be dedicated to the decomposition of bidimensional sequences where spectra lie on a bidimensional grid. A possible application concerns the decomposition of spectra in radio-astronomical hyperspectral images for estimating the kinematic of galaxies.

Algorithm 1. Main algorithm.
1: select $S$ (say 8) spectra almost uniformly distributed on the sequence
2: initialize with a unique group with a small number of peaks
3: decompose (see Algorithm 2) these $S$ spectra with an overestimation of the hyperparameters
4: use the MAP estimation as initialization for the next step
5: while $S \leq S_{\text{do}}$
6: decompose (see Algorithm 2) the $S$ spectra without overestimation
7: increase $S$ (generally by a factor around 2)
8: interpolate the MAP estimation on the $S$ spectra so as to get an initialization for the next step
9: end while

Algorithm 2. RJMCMC algorithm ($I$ is the iteration number of the algorithm).
1: initialize the move probabilities
2: for $i=0$ to $I$
3: normalize the probabilities so that their sum equal 1
4: choose randomly a move according to its probability
5: perform the chosen move
6: if a birth or death has been accepted then
7: set the probability of birth and death to a low value
8: end if
9: if no birth nor death has been performed for many iterations then
10: set the probability of birth and death to a high value
11: end if
12: if a trans-dimensional move has been accepted then
13: set the probability of update to a high value
14: end if
15: if no trans-dimensional move has been accepted for many iterations and $p_u$ not too small then
16: reduce the probability of update $p_u$
17: end if
18: compute the posterior
19: if the posterior is greater than the best posterior then
20: save the current parameters as the MAP estimation
21: best posterior $\rightarrow$ posterior
22: end if
23: end for

Appendix A. Conditional posterior distributions

For each $k \in \{1, \ldots, K\}$ and $m \in \{1, \ldots, M\}$, the peak center $c_{k,m}$ and peak width $w_{k,m}$ are distributed according to

$$p(c_{k,m}|\ldots) \propto \exp\left(-\frac{\|y_i - x_i\|^2}{2r_y} - \frac{\|Dc_k\|^2}{2r_c}\right)1_i(c_{k,m}),$$

(A.1)

$$p(w_{k,m}|\ldots) \propto \exp\left(-\frac{\|y_i - x_i\|^2}{2r_y} - \frac{\|Dw_k\|^2}{2r_w}\right)1_{\chi}(w_{k,m})$$

(A.2)

where $x_i$ is defined in (2).

For each $k$, $m$, the peak amplitude $a_{k,m}$ is distributed according to a normal distribution truncated on $\mathcal{A}$:

$$p(a_{k,m}|\ldots) \propto \exp\left(-\frac{(a_{k,m} - \mu_{k,m})^2}{2\rho_{k,m}}\right)1_{\mathcal{A}}(a_{k,m})$$

(A.3)

where:

$$\mu_{k,m} = \frac{r_a Z_{k,m}^T g_{k,m} + r_y B_{k,m}}{r_a Z_{k,m}^T g_{k,m} + r_y A_{k,m}}$$

(A.4)
Table 1
Coefficients $A_{k,m}$ and $B_{k,m}$ in (A.4) and (A.5) ($D$ being a first-order discrete derivative).

<table>
<thead>
<tr>
<th>$m$</th>
<th>$A_{k,m}$</th>
<th>$B_{k,m}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>$a_{k,2}$</td>
</tr>
<tr>
<td>2,...,$l_i$</td>
<td>2</td>
<td>$a_{k,m-1} + a_{k,m+1}$</td>
</tr>
<tr>
<td>$l_i$</td>
<td>1</td>
<td>$a_{k,l_i}$</td>
</tr>
</tbody>
</table>

The conditional posteriors of the hyperparameters are

$$
p_{k,m} = \frac{r_a r_v}{r_a g_{k,m} g_{k,m} + r_v A_{k,m}} \quad \text{(A.5)}
$$

and $g_{k,m}$ is a Gaussian peak of amplitude 1, center $c_{k,m}$, and width $w_{k,m}$; vector $\mathbf{z}_{k,m}$ is the residual of spectrum $s = b_k + m - 1$ from which the contribution of peak $(k, m)$ is not considered; and coefficients $A_{k,m}$ and $B_{k,m}$ are given in Table 1.

The conditional posteriors of the hyperparameters are inverse gamma distributions:

$$
r_v \sim IG \left( \frac{NS}{2} - 1, \sum_{s=1}^{S} \| y_s - x_s \|^2 / 2 \right), \quad \text{(A.6)}
$$

$$
r_c \sim IG \left( (M-K)/2 - 1, \sum_{k=1}^{K} \| Dc_k \|^2 / 2 \right), \quad \text{(A.7)}
$$

$$
r_a \sim IG \left( (M-K)/2 - 1, \sum_{k=1}^{K} \| Da_k \|^2 / 2 \right), \quad \text{(A.8)}
$$

$$
r_w \sim IG \left( (M-K)/2 - 1, \sum_{k=1}^{K} \| Dw_k \|^2 / 2 \right). \quad \text{(A.9)}
$$

Appendix B. Detailed move description

B.1. Birth move

A birth adds into the model a group of one peak (so the group length is 1). A mixed proposal distribution is used (see Section 3.2). With a uniform proposal, the group beginning and the peak parameters (center, amplitude, and width) are respectively chosen uniformly on $(1, \ldots, S)$, $C, A$, and $W$. Otherwise, the following steps are performed:

1. the group beginning and an index $i$ are randomly chosen proportionally to the square of the residuals computed at each sample. The peak center $c$ is generated according to $\hat{c} \sim U(-1/2, 1/2)$ so that $c$ is defined on the continuous interval $[1, N]$. The signal amplitude at $i$ is denoted $\hat{a}$;

2. the minimal distance between $\hat{c}$ and the first sample lower than $\hat{a}/2$ is computed and stored in $\hat{d}$, so $\hat{d}$ can be considered as half the FWHH (full width at half height) of the peak to generate. The peak width is generated according to a Gaussian $\mathcal{N}(\mu_w, \sigma_w)$ truncated on \$W, where $\mu_w = \hat{d} / \sqrt{2 \log(2)}$ and $\sigma_w = \mu_w / 10$;

3. the peak amplitude is generated according to the posterior $A.3$ considering the peak parameters detailed in the previous items.

B.2. Death move

A death simply chooses uniformly a group of length 1 and removes it.

B.3. Split move

A split consists in “cutting” a group into two contiguous groups. A mixed proposal is used: the group to split and the location of cut are either chosen uniformly, or with a probability proportional to the drifts. A drift is computed for each peak $(k, s)$ and equals

$$
d_{k,s} = \frac{(c_{k,s} - c_{k,s-1})^2}{r_c} + \frac{(c_{k,s+1} - c_{k,s})^2}{r_c} + \frac{(a_{k,s} - a_{k,s-1})^2}{r_a} + \frac{(a_{k,s+1} - a_{k,s})^2}{r_a} + \frac{(w_{k,s} - w_{k,s-1})^2}{r_w} + \frac{(w_{k,s+1} - w_{k,s})^2}{r_w}. \quad \text{(B.1)}
$$

B.4. Merge move

A merge consists in assembling two contiguous groups into a single one. The two groups to merge are uniformly chosen among the couples of contiguous groups.

B.5. Increase move

An increase adds a peak at an extremity of a group. The group to increase as well as the choice of its extremity are uniformly chosen. Then a mixed proposal is used. With a uniform proposal, the parameters of the new peak are chosen uniformly on $C, A$, and $W$. With a model/data-driven proposal, the peak center is generated according to a Gaussian whose means corresponds to the actual last peak center, whose variance equals $r_c$ and truncated on $C$. We proceed similarly for the amplitude and the width.

B.6. Reduce move

A reduce deletes a peak at the extremity of a group. The group and its extremity to reduce are uniformly chosen.

B.7. Labeling move

The labeling switches the peaks in $S' \geq S$ between two groups using a mixed proposal $(s$ being the split location). With a uniform proposal, the two groups and the switch location are uniformly chosen. Otherwise, they are chosen according to the posteriors computed for each possible switch.
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